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Introduction

1.1 Motivation

Smartphones, tablets, and now phablets, have become for many the preferred way of interacting with the Internet, social media and the enterprise:

- Mobile devices are increasingly becoming the first go-to device for communications and content consumption [24][25].

- The number of mobile devices will surpass desktops for the first time in 2015 [11].

- The time people spend using their smartphone is now exceeding the time spent looking at TV screens [45][87].

- It is not uncommon for there to be multiple mobile devices per user and household [46].

In addition, mobile traffic will keep increasing due to several factors:

- Wearable technology: Wearable technology is showing a consistent increase in popularity [85]. According to Cisco Systems, the wearables market will grow five-fold in the next five years from 109 million devices in 2014 to 578 million devices by 2019 [23]. It is expected that this growth will result in an 18-fold increase in mobile data traffic.

- Demanding content types: According to mobiForge, by the end of 2015, 4G LTE data use will rise by 59% and mobile video will account for 60% of data traffic [86].
Internet of Things (IoT): According to Gartner, 4.9 billion connected things will be in use in 2015, up 30 percent from 2014, and will reach 25 billion by 2020 [44]. Cisco Systems forecasts that 99 percent of physical objects will eventually become part of a network [23].

Smartphone penetration: Even though worldwide the number of feature phones is still greater than the number of smartphones, the rate of smartphone subscription penetration has been growing steadily over the past five years [66]. This rate is predicted to increase very quickly given that it is expected that by 2020, 75% of smartphone buyers will pay less than $100US dollars for a device [45].

Because of these mobile device trends, organizations are pushing out more and more content and functionality to mobile users. Therefore, it is not unreasonable for users to expect the performance and capabilities of mobile devices to be equal to laptops and desktops. However:

- mobile devices will always lag behind their PC counterparts due to size and battery limitations;
- limited battery life remains a problem especially for computation- and communication-intensive applications;
- large and variable end-to-end latency between mobile device and cloud, and the possibility of disruptions, have a negative effect on user experience; and
- it will only get worse with the amount of network traffic generated by IoT and growing market share of low-cost smartphones.

Cyber-foraging is a promising technology for providing increased computing power and network efficiency to mobile devices, while conserving battery life.

1.2 Mobile Cloud Computing and Cyber-Foraging

Mobile Cloud Computing (MCC) refers to the combination of mobile devices and cloud computing in which cloud resources perform computation-intensive tasks and store massive amounts of data [122]. Cyber-foraging is an area of work within MCC that leverages external resources (i.e., cloud servers or local servers called surrogates) to augment the computation and storage capabilities of resource-limited mobile devices while extending their battery life [107].
There are two main forms of cyber-foraging. One is computation offload, which is the offload of expensive computation in order to extend battery life and increase computational capability. The second is data staging to improve data transfers between mobile devices and the cloud by temporarily staging data in transit on surrogates.

### 1.3 Software Architecture and Cyber-Foraging

The software architecture of a system is the set of structures needed to reason about the system, which comprise software elements, relations among them, and properties of both [13]. Software architectures are created because a system’s qualities, expressed as functional and non-functional requirements, can be analyzed and predicted by studying its architecture.

One of the main challenges of building cyber-foraging systems is the dynamic nature of the environments that they operate in. For example, the connection to an external resource may not be available when needed or may become unavailable during a computation offload or data staging operation. As another example, multiple external resources may be available for a cyber-foraging system but not all have the required capabilities. Adding capabilities to deal with the dynamicity of the environment has to be balanced against resource consumption on the mobile device so as to not defeat the benefits of cyber-foraging. Being able to reason about the behavior of a cyber-foraging system in light of this uncertainty is key to meeting all its desired qualities, which is why software architectures are especially important for cyber-foraging systems.

Given the potential complexity of cyber-foraging systems, it would be of great value for software architects to have a set of reusable software architectures and design decisions that can guide the development of these types of systems, the rationale behind these decisions, and the external context/environment in which they were made; this is called architectural knowledge [68][73]. One way to capture architectural knowledge is in the form of software architecture strategies.

We define a software architecture strategy as the set of architectural design decisions that are made in a particular external context/environment to achieve particular system qualities. Software architecture strategies are codified as architectural tactics that can be reused in the development of software systems. We define architectural tactics as design decisions that influence the achievement of a system quality (i.e., quality attribute) [13].

Software architecture strategies for cyber-foraging systems are therefore
the set of architectural design decisions, codified as reusable tactics, that can be used in the development of cyber-foraging systems to achieve particular system qualities such as resource optimization, fault tolerance, scalability and security, while conserving resources on the mobile device.

1.4 Research Questions

In an effort to define software architecture strategies for cyber-foraging systems, we formulate our main research question (RQ) as follows:

RQ: What software architecture strategies can be used to build cyber-foraging systems?

To define software architecture strategies for building cyber-foraging systems, we first need to understand the architecture and design decisions that have been made by others in the development of industrial and academic cyber-foraging systems. Our first research sub-question is thus:

RQ1: What software architecture design decisions for cyber-foraging systems can be identified in the literature?

Once architectural design decisions are identified, we need to (1) select those design decisions that are common across multiple cyber-foraging systems to achieve functional and non-functional requirements, and (2) codify them as reusable architectural tactics for cyber-foraging. This leads us to our second research sub-question:

RQ2: What architectural tactics can be derived from the identified architectural design decisions?

Because architectural design decisions are always made in a particular external context or environment, we need to understand the functional and non-functional requirements that drive the development of cyber-foraging systems in each of these usage contexts. Therefore, our third research sub-question is:

RQ3: What are the usage domains and contexts (defined in terms of functional and non-functional requirements) that benefit from cyber-foraging?

Finally, it is important for a software architect to know (1) what tactics can be used to satisfy different functional and non-functional requirements, and (2) the effect that combinations of tactics have on functional and non-functional requirements. Our fourth and final sub-question is thus:
RQ4: How to support architectural design decision making in cyber-foraging systems?

1.5 Thesis at a Glance

Our research context is presented in Figure 1.1, showing how the RQs are related to the goals of this thesis. This research started by conducting a systematic literature review (SLR) of architectural design decisions in cyber-foraging systems proposed in the literature, expressed as decisions related to where to offload, when to offload, and what to offload (RQ1). The results of the SLR showed common architectural design decisions that led to the identification of functional and non-functional architectural tactics designed to satisfy particular functional and non-functional requirements. We developed case studies for three different cyber-foraging systems to validate the application of the tactics to promote particular functional and non-functional requirements (RQ2). We then did a literature study to characterize the usage domains and contexts for the cyber-foraging systems in the primary studies identified in the SLR, in order to understand the functional and non-functional requirements that are relevant to these contexts (RQ3). Finally, we created a mapping between the problem space (functional and non-functional requirements) and the solution space (functional and non-functional architectural tactics), and identified dependencies between elements of the problem and solution space, as well as dependencies between tactics. The result of this mapping was a decision model to help software architects in the development of cyber-foraging systems that meet their intended functional and non-functional requirements while understanding the effects of their decisions (RQ4).

1.6 Research Methods

In this thesis we used a number of qualitative research methods that are common in software engineering research.

- Systematic literature review: This research method is an evidence-based approach to thoroughly search studies relevant to a set of pre-defined research questions and critically select, assess, and synthesize findings to answer the research questions [31][63]. We used this method to identify architectural design decisions in cyber-foraging systems present in the literature (Chapter 2).
• Literature study: Also called literature review, a literature study is different from a systematic literature review in that it is less formal and structured, but provides more freedom in selecting relevant studies and analyzing their content. Although the results might not be as complete and valid as those of a systematic literature review, thanks to its effectiveness and efficiency, this research method is often used to gain specific knowledge or understand a topic. We used this method to identify usage contexts and domains for cyber-foraging systems and map them to relevant functional and non-functional requirements in each context (Chapter 7).

• Case study: A case study is an empirical method aimed at investigating contemporary phenomena in their context [106]. They are descriptive and detailed, with a narrow focus, combining subjective and objective
data. We conducted three case studies to investigate the use of architectural tactics for cyber-foraging in real systems. In Chapter 4 we used a case study to investigate an existing cyber-foraging system for computation offload, and in Chapter 5 to investigate an existing cyber-foraging system for data staging. In addition, in Chapter 6 we used a case study to investigate the use of architectural tactics for the development of a new cyber-foraging system for both computation offload and data staging.

### 1.7 Outline of Thesis and Publications

The research presented in this thesis has either been published previously or is currently under submission. The following chapters are based on the following publications.

- **Chapter 2:** This chapter addresses research question RQ1 and presents the results of an SLR to investigate architectural design decisions in cyber-foraging systems. Parts of this chapter were previously published as:


- **Chapter 3:** This chapter addresses research question RQ2 and presents the set of architectural tactics that were derived from the SLR. Parts of this chapter were previously published as:


- **Chapter 4:** This chapter addresses research question RQ2 and is the first of three case studies to validate the architectural tactics presented
in Chapter 3. Parts of this chapter were previously published as:


Parts of this chapter were submitted as:


• Chapter 5: This chapter addresses research question RQ2 and is the second of three case studies to validate the architectural tactics presented in Chapter 3. Parts of this chapter were submitted as:


• Chapter 6: This chapter addresses research question RQ2 and is the third of three case studies to validate the architectural tactics presented in Chapter 3. Parts of this chapter were submitted as:
• Chapter 7: This chapter addresses research question RQ3 and presents a mapping of usage contexts and domains for cyber-foraging systems to functional and non-functional requirements. Parts of this chapter have been published as:


• Chapter 8: This chapter addresses research question RQ4 and presents a mapping of functional and non-functional requirements for cyber-foraging systems to the architectural tactics presented in Chapter 3. The result is a decision model for the development of cyber-foraging systems. Parts of this chapter have been published as:

A Systematic Literature Review of Architectural Design Decisions for Cyber-Foraging Systems

This chapter presents the protocol and results of a Systematic Literature Review (SLR) to discover architectural design decisions in cyber-foraging systems. It includes an analysis of the identified primary studies using a categorization of architecture decisions related to what, when and where to offload computation and data from mobile devices. The results show that this is an area with many opportunities for research that will enable cyber-foraging systems to become widely adopted as a way to support the mobile applications of the present and the future.

2.1 Research Protocol

To identify work related to architectures for cyber-foraging a SLR was conducted following the guidelines proposed in [31] and [63]. The research question, search strategy, inclusion and exclusion criteria, and validation method are presented in the following subsections.

2.1.1 Research Question

The goal of the SLR is to identify work in cyber-foraging with a software architecture perspective. To achieve this goal, the following research question is defined:
What software architecture and design decisions for cyber-foraging from mobile devices can be identified in the literature?

2.1.2 Search Strategy

Three main keywords can be built from the research question: cyber-foraging, mobile devices, and software architecture. Each of these keywords has a set of related synonyms and alternative spellings. Based on these keywords and their related terms the following basic search string was defined:

\[(cyber\ foraging\ OR\ cyber\text{-}foraging\ OR\ code\ offload\ OR\ code\ offloading\ OR\ computation\ offload\ OR\ computation\ offloading\ OR\ data\ offload\ OR\ data\ staging)\ \AND\ (mobile\ OR\ handheld\ OR\ smartphone)\ \AND\ (software\ architecture\ OR\ software\ design\ OR\ system\ architecture)\]

The main data source was Google Scholar.\(^1\) Snowballing was used to complement the set of primary studies. The advantage of using Google Scholar was that it included studies that are outside of software engineering, such as computer engineering and computer science, which is where many of the studies on cyber-foraging originate. The downside is that it returns many results which are irrelevant because it performs a full-text search and because there is no control process that ensures that all results are valid (i.e., are academic or industrial publications). To make sure that all relevant studies were identified, the dates were left open even though the term cyber-foraging was coined in 2001.

Details of each study were recorded using JabRef.\(^2\) Separate JabRef databases were created for each round of the primary study identification process.

2.1.3 Inclusion and Exclusion Criteria

The inclusion and exclusion criteria shown in Table 2.1 were defined and applied to the search results.

2.1.4 Validation

The protocol was validated by executing it on Google Scholar without snowballing. The goal was to determine if it was rigorous enough and to improve it where necessary. The results of multiple iterations of the search string were

\(^1\)http://scholar.google.com/
\(^2\)http://jabref.sourceforge.net/
checked against a set of 17 known relevant studies in the field of cyber-foraging. This set was validated by an expert in the field. The search string was adjusted accordingly until it returned all 17 relevant studies either directly or as one of the references (first-level snowballing). The inclusion and exclusion criteria were reviewed during the process to ensure that the results were representative of software architecture and design of cyber-foraging systems.

Table 2.1: Inclusion and Exclusion Criteria

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>A study that proposes software architectures for cyber-foraging. <em>Rationale:</em> We are interested in studies that present software architecture and design of cyber-foraging systems in which mobile components, surrogate/server components, and offload elements are clearly defined. <em>Example:</em> A study that presents the software architecture and design of a cyber-foraging system for both the mobile device as well as the surrogate/server and clearly defines what computation or data is being offloaded.</td>
<td>A study that proposes a cyber-foraging system that does not present software architecture and design details. <em>Rationale:</em> If the study does not present architecture and design details, it does not contain information that can be abstracted into generic architectural tactics. <em>Examples:</em> A study that presents a cyber-foraging solution that discusses only the benefits of the solution but does not contain software architecture details will not be included. A study that surveys cyber-foraging solutions that have already been presented in other studies and does not propose a new cyber-foraging solution will not be included. A study that only discusses an offload algorithm and not a complete solution for cyber-foraging will not be included.</td>
</tr>
<tr>
<td>A study that proposes a cyber-foraging system for computation offload or data staging in which the mobile device is augmenting its computing power by using surrogates such as cloud resources. <em>Rationale:</em> A cyber-foraging system leverages surrogates to perform computation that would make sense to execute locally but if executed on the mobile device would drain resources or not provide adequate performance, or to stage data in transit to and from cloud resources and mobile devices. <em>Example:</em> A study that presents a cyber-foraging solution that uses surrogates to offload expensive computation or to store data temporarily until centralized resources become available.</td>
<td>A study that proposes a system in which mobile devices simply access cloud services or in which computation is partitioned across similar nodes. <em>Rationale:</em> A system that simply uses cloud services as parts of its functionality or that distributes computation among other mobile devices is not a case of cyber-foraging because it is not leveraging a more powerful surrogate to extend its computing power. <em>Example:</em> A study that presents a mobile cloud solution in which cloud services are accessed from mobile devices simply to fulfill part of its functionality or a study that represents distribution of computation across a mobile ad hoc network (MANET).</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>A study that proposes solutions based on open technologies that contain enough detail to abstract the main software architecture components. <strong>Rationale:</strong> Studies that rely on open technologies are more likely to present solution details. <strong>Example:</strong> A study that presents software architecture views for a cyber-foraging solution that relies on open or readily-available technologies will be included.</td>
<td>A study proposed by a commercial vendor or that relies on proprietary hardware or network protocols. <strong>Rationale:</strong> Studies produced by vendors are unlikely to contain architecture information because it is part of their intellectual property. In addition, characteristics of solutions that rely on specific hardware or protocols will not be able to be abstracted into general architecture patterns and strategies. <strong>Example:</strong> A study that presents a cyber-foraging solution that only works if connected to a vendor’s network or that requires special hardware, networking devices or protocols for communication will not be included.</td>
</tr>
<tr>
<td>A study that is in the form of a published scientific paper or industrial publication. <strong>Rationale:</strong> A scientific paper focuses on scientific content and follows a process to guarantee a good level of quality. Also, as solutions may have been devised by industrial organizations, broader industrial publications describing such solutions should be included. <strong>Examples:</strong> A study in a refereed journal that is part of a conference or a technical report that follows a standard publication template (i.e., abstract, introduction, description of the problem, proposed solutions, related work and references), a PhD or Masters thesis, or a study in an industrial publication that presents details of a cyber-foraging system or architecture will be included.</td>
<td>A study that is not in the form of a published scientific paper or that is in an industrial publication but only focuses on the commercial benefits of the solution. <strong>Rationale:</strong> Lack of scientific content and rigorous methods can lead to a low-quality outcome. In addition, studies in industrial publications targeted at increasing sales and that only highlight benefits of the solution do not add scientific value to the outcome of the review. <strong>Examples:</strong> Papers that have not been published, scientific papers that do not follow a standard publication template, keynote summaries, tables of contents, collections of abstracts, workshop summaries, project proposals, slide sets, and commercial product brochures will not be included.</td>
</tr>
</tbody>
</table>

2.2 Identification of Primary Studies

2.2.1 Round 1

The search string was last entered in Google Scholar on September 17, 2013 and returned 430 results. The complete list of results is available as online material at http://www.andrew.cmu.edu/user/gritter/InitialStudies-CyberForaging.html. The studies were evaluated against the inclusion and exclusion criteria based on the title, abstract, keywords and an initial scan of
The results are shown in Table 2.2.

Table 2.2: Round 1 Results

<table>
<thead>
<tr>
<th>Result</th>
<th>Studies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>91</td>
<td>Studies that met the inclusion and exclusion criteria based on the title, abstract, keywords and an initial scan of the study</td>
</tr>
<tr>
<td>No</td>
<td>297</td>
<td>Studies that did not meet the inclusion and exclusion criteria based on the title, abstract, keywords and an initial scan of the study</td>
</tr>
<tr>
<td>Maybe</td>
<td>23</td>
<td>Studies that did not fully meet the inclusion criteria based on the title, abstract, keywords and an initial scan of the study, but that warranted a full read due to the coverage of software architecture</td>
</tr>
<tr>
<td>Duplicate</td>
<td>18</td>
<td>Studies that were identical to other studies or were a subset of a larger study by the same author(s) (e.g., a paper that was cross-listed or a paper that is explicitly a chapter of a PhD or Masters thesis, in which case we included the thesis because it is the superset)</td>
</tr>
<tr>
<td>Plagiarism</td>
<td>1</td>
<td>Study that was copied from a conference paper that we co-authored in 2013.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TOTAL</th>
<th>430</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOTAL FOR ROUND 2</td>
<td>114</td>
</tr>
</tbody>
</table>

2.2.2 Round 2

The studies with Result = Yes and Result = Maybe from Round 1 were fully read and evaluated against the inclusion and exclusion criteria. The list of studies evaluated in Round 2 is available as online material at http://www.andrew.cmu.edu/user/gritter/Round2Studies-CyberForaging.html. The results of the evaluation are shown in Table 2.3.

2.2.3 Final Round

The references in each study with Result = Yes from Round 2 were evaluated against the inclusion criteria based on title, abstract and keywords as an initial round of snowballing. Those that passed based on this initial scan were fully read and included if they fully met the inclusion criteria. The results are shown in Table 2.4.
Table 2.3: Round 2 Results

<table>
<thead>
<tr>
<th>Result</th>
<th>Studies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>50</td>
<td>Studies that met the inclusion and exclusion criteria based on fully reading the study</td>
</tr>
<tr>
<td>No</td>
<td>62</td>
<td>Studies that did not meet the inclusion and exclusion criteria after reading the study in full</td>
</tr>
<tr>
<td>Duplicate</td>
<td>12</td>
<td>Studies that were a subset of a larger study by the same author(s) (e.g., a paper that after a full read was determined to be part of a PhD or Masters thesis or a shorter version of a study that reports the same results from a software architecture perspective)</td>
</tr>
<tr>
<td>TOTAL</td>
<td>114</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Final Round Results

<table>
<thead>
<tr>
<th>Result</th>
<th>Studies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>50</td>
<td>Studies with Result = Yes from Round 2</td>
</tr>
<tr>
<td>Snowballing</td>
<td>8</td>
<td>Studies that correspond to references in the Direct results that met the inclusion and exclusion criteria based on fully reading the study</td>
</tr>
<tr>
<td>TOTAL</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>

The list of 58 primary studies is presented in Table 2.5. The Primary Study column contains the reference for the study. The Type column is the type of study which can be BC (Book Chapter), CP (Conference Paper), DD (Doctoral Dissertation), JA (Journal Article), MT (Masters Thesis), or TR (Technical Report). System Name refers to the name of the cyber-foraging system that is described in the study. The Form is the form of cyber-foraging which can be CO (Computation Offload) or (DS = Data Staging). The Domain or Use Case refers to the targeted domain or use case for the system. Finally, the Source column is the source of the study which is either GS (Google Scholar) or S (Snowballing).

Table 2.5: Primary Studies

<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angin2013 [5]</td>
<td>JA</td>
<td>Mobile Agents</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aucinas2012 [7]</td>
<td>CP</td>
<td>Clone-to-Clone (C2C)</td>
<td>CO</td>
<td>Intelligent transport systems, Mobile multiplayer online games</td>
<td>GS</td>
</tr>
<tr>
<td>Chang2011 [16]</td>
<td>JA</td>
<td>Collaborative Applications</td>
<td>CO</td>
<td>Speech recognition</td>
<td>GS</td>
</tr>
<tr>
<td>Chen2004 [18]</td>
<td>JA</td>
<td>Computation and Compilation Offload</td>
<td>CO</td>
<td>Image and video processing</td>
<td>GS</td>
</tr>
<tr>
<td>Cheng2013 [19]</td>
<td>TR</td>
<td>Cloud Media Services</td>
<td>CO</td>
<td>Hybrid Broadcast Broadband TV (HBB-TV)</td>
<td>GS</td>
</tr>
<tr>
<td>Chu2004 [20]</td>
<td>JA</td>
<td>Roam</td>
<td>CO</td>
<td>Seamless applications</td>
<td>GS</td>
</tr>
<tr>
<td>Chun2009 [22]</td>
<td>CP</td>
<td>CloneCloud</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cuervo2012 [26]</td>
<td>DD</td>
<td>MAUI (Mobile Assistance Using Infrastructure)</td>
<td>CO</td>
<td>Operations that consume and produce small amounts of information compared to their computational requirements</td>
<td>GS</td>
</tr>
<tr>
<td>Endt2011 [33]</td>
<td>BC</td>
<td>OpenCL-Enabled Kernels</td>
<td>CO</td>
<td>Automotive</td>
<td>GS</td>
</tr>
<tr>
<td>Esteves2011 [35]</td>
<td>CP</td>
<td>Real Options Analysis</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Fjellheim2005 [39]</td>
<td>JA</td>
<td>3DMA</td>
<td>CO</td>
<td>Context-aware applications</td>
<td>GS</td>
</tr>
<tr>
<td>Flinn2002 [41]</td>
<td>CP</td>
<td>Spectra</td>
<td>CO</td>
<td>Mobile interactive resource-intensive applications</td>
<td>S</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flinn2003 [42]</td>
<td>CP</td>
<td>Trusted and Unmanaged Data Staging Surrogates</td>
<td>DS</td>
<td>Distributed filesystems</td>
<td>GS</td>
</tr>
<tr>
<td>Giurgiu2009 [47]</td>
<td>CP</td>
<td>AlfredO</td>
<td>CO</td>
<td>Typical three-tiered applications implemented as OSGi(^3) bundles for each tier</td>
<td>S</td>
</tr>
<tr>
<td>Goyal2011 [48]</td>
<td>DD</td>
<td>Collective Surrogates</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Guan2008 [51]</td>
<td>DD</td>
<td>Grid-enhanced mobile devices</td>
<td>CO</td>
<td>Ambient intelligence</td>
<td>GS</td>
</tr>
<tr>
<td>Ha2011 [52]</td>
<td>TR</td>
<td>Cloudlets</td>
<td>CO</td>
<td>Computation-intensive applications in hostile environments</td>
<td>GS</td>
</tr>
<tr>
<td>Hung2011 [55]</td>
<td>JA</td>
<td>Virtual Phone</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Imai2012 [56]</td>
<td>MT</td>
<td>Single-Server Offloading</td>
<td>CO</td>
<td>Moderately-slow, single-purpose, computation-intensive applications</td>
<td>GS</td>
</tr>
</tbody>
</table>

\(^3\)The Open Service Gateway Initiative, or OSGi, is a specification and Java framework for developing and dynamically deploying modular software programs and libraries (http://www.osgi.org).
<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cloud Operating System to Support Multi-Server Offloading</td>
<td>CO</td>
<td>Very computation-intensive mobile applications</td>
<td></td>
</tr>
<tr>
<td>Iyer2012 [57]</td>
<td>CP</td>
<td>Android Extensions</td>
<td>CO, DS</td>
<td>Mobile applications that handle complex computations or large amounts of data</td>
<td>GS</td>
</tr>
<tr>
<td>Jarabek2012 [59]</td>
<td>CP</td>
<td>ThinAV</td>
<td>CO</td>
<td>Anti-malware scanning</td>
<td>GS</td>
</tr>
<tr>
<td>Kemp2012 [62]</td>
<td>CP</td>
<td>Cuckoo</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Kosta2012 [64]</td>
<td>CP</td>
<td>ThinkAir</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Kovachev2012 [65]</td>
<td>JA</td>
<td>MACS (Mobile Augmentation Cloud Services)</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Kristensen2010 [67]</td>
<td>DD</td>
<td>Scavenger</td>
<td>CO</td>
<td>Image manipulation, continuous speech recognition, augmented reality</td>
<td>GS</td>
</tr>
<tr>
<td>Kundu2007 [71]</td>
<td>JA</td>
<td>Telemodik</td>
<td>DS</td>
<td>Healthcare</td>
<td>GS</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kwon2013 [72]</td>
<td>CP</td>
<td>AMCO (Adaptive, Multitarget Cloud Offloading)</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
<tr>
<td>Lee2012 [74]</td>
<td>BC</td>
<td>MCo</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
<tr>
<td>Matthews2011 [82]</td>
<td>CP</td>
<td>PowerSense</td>
<td>CO</td>
<td>Telemedicine (Image Processing for Dengue Detection)</td>
<td>GS</td>
</tr>
<tr>
<td>Messer2002 [83]</td>
<td>CP</td>
<td>AIDE</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
<tr>
<td>Messinger2013 [84]</td>
<td>TR</td>
<td>Application Virtualization on Cloudlets</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Mohapatra2003 [88]</td>
<td>TR</td>
<td>PARM</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Ok2007 [92]</td>
<td>CP</td>
<td>Resource Furnishing System</td>
<td>CO</td>
<td>Computation-intensive mobile applications</td>
<td>GS</td>
</tr>
<tr>
<td>OSullivan2013 [93]</td>
<td>CP</td>
<td>Cloud Personal Assistant (CPA)</td>
<td>CO</td>
<td>Cloud Services</td>
<td>GS</td>
</tr>
<tr>
<td>Park2012 [96]</td>
<td>CP</td>
<td>SOME (Selective Offloading for a Mobile computing Environment)</td>
<td>CO</td>
<td>HTML5 web applications</td>
<td>S</td>
</tr>
<tr>
<td>Phokas2013 [98]</td>
<td>CP</td>
<td>Feel The World (FTW)</td>
<td>DS</td>
<td>Participatory sensing applications</td>
<td>GS</td>
</tr>
<tr>
<td>Pu2013 [100]</td>
<td>CP</td>
<td>SmartVirt-Cloud (SmartVC)</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra2011 [101]</td>
<td>CP</td>
<td>Odessa</td>
<td>CO</td>
<td>Mobile interactive perception applications</td>
<td>S</td>
</tr>
<tr>
<td>Rachuri2012 [102]</td>
<td>DD</td>
<td>Smartphone-based social sensing</td>
<td>CO</td>
<td>Social sensing applications</td>
<td>GS</td>
</tr>
<tr>
<td>Rahimi2012 [103]</td>
<td>CP</td>
<td>MAPCloud</td>
<td>CO</td>
<td>Rich mobile applications</td>
<td>GS</td>
</tr>
<tr>
<td>Satyanarayanan2009 [108]</td>
<td>JA</td>
<td>VM-Based Cloudlets</td>
<td>CO</td>
<td>Computation-intensive mobile applications</td>
<td>S</td>
</tr>
<tr>
<td>Shi2013 [111]</td>
<td>TR</td>
<td>IC-Cloud</td>
<td>CO</td>
<td>Mobile applications in general</td>
<td>GS</td>
</tr>
<tr>
<td>Silva2008 [112]</td>
<td>CP</td>
<td>SPADE</td>
<td>CO</td>
<td>Mobile applications that perform lengthy tasks</td>
<td>GS</td>
</tr>
<tr>
<td>Su2005 [114]</td>
<td>CP</td>
<td>Slingshot</td>
<td>CO</td>
<td>Computation-intensive mobile applications</td>
<td>S</td>
</tr>
<tr>
<td>Verbelen2012 [117]</td>
<td>JA</td>
<td>AIOLOS</td>
<td>CO</td>
<td>Complex multimedia applications</td>
<td>S</td>
</tr>
<tr>
<td>Xiao2013 [119]</td>
<td>CP</td>
<td>Large-Scale Mobile Crowdsensing</td>
<td>DS</td>
<td>Crowdsensing applications</td>
<td>GS</td>
</tr>
<tr>
<td>Yang2008 [121]</td>
<td>JA</td>
<td>Offloading Toolkit and Service</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Primary Study</th>
<th>Type</th>
<th>System Name</th>
<th>Form</th>
<th>Domain or Use Case</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang2012 [120]</td>
<td>TR</td>
<td>Sonora</td>
<td>DS</td>
<td>Continuous data streams</td>
<td>GS</td>
</tr>
<tr>
<td>Yang2013 [122]</td>
<td>JA</td>
<td>Mobile Data Stream Application Framework</td>
<td>CO</td>
<td>Data stream applications</td>
<td>GS</td>
</tr>
<tr>
<td>Zhang2009 [128]</td>
<td>CP</td>
<td>Heterogeneous Auto-Offloading Framework for Mobile Web Browsers</td>
<td>CO</td>
<td>Web pages with multimedia content</td>
<td>GS</td>
</tr>
<tr>
<td>Zhang2011 [127]</td>
<td>JA</td>
<td>Weblets</td>
<td>CO</td>
<td>Web applications</td>
<td>GS</td>
</tr>
<tr>
<td>Zhang2012 [129]</td>
<td>JA</td>
<td>DPartne</td>
<td>CO</td>
<td>Java applications</td>
<td>GS</td>
</tr>
<tr>
<td>Zhang2012a [126]</td>
<td>CP</td>
<td>Elastic HTML5</td>
<td>CO</td>
<td>Web applications</td>
<td>GS</td>
</tr>
</tbody>
</table>

2.3 Categorization of Primary Studies

2.3.1 Studies Per Type

As shown in Figure 2.1, most of the primary studies are papers published in conference proceedings (28) followed by journal articles (15). Even though the scope of the search included industry reports, of the six studies identified as Technical Reports, only one comes from industry. The others are from universities (4) and an FP7 project (1). In addition, there were two book chapters, two Masters Theses and five Doctoral Dissertations. This distribution shows that even though the topic is of potential interest to industry, most of the published work in this area comes from academia.

2.3.2 Studies Per Year

As shown in Figure 2.2, the number of primary studies per year has grown since the first study dated 2002. This shows that it is indeed a topic of interest, especially in the last three years.
Figure 2.1: Number of Primary Studies Per Type

Figure 2.2: Number of Primary Studies Per Year
2.4 Threats to Validity

Google Scholar was the single data source for the primary studies, and was complemented by snowballing. The search string was adjusted until it returned the set of studies that was identified by an expert in the field as the set of seminal studies (either direct results or in the references). However, the problem is that if a study is not listed in Google Scholar it will not be returned in the results. For example, Google Scholar returned [22], which is one of the seminal studies, but did not return a later study on the same system [21].

In addition, the term software architecture (which is part of the search string) was not widely used until the mid 2000s, which is reflected in the years of the studies and Figure 2.2. This was mitigated by snowballing.

2.5 Analysis of Primary Studies

2.5.1 Categorization of Architecture Decisions

Defining an architecture for a system that uses cyber-foraging to enhance the computing power of mobile devices requires making decisions on where, when, and what to offload, from the perspective of the mobile device. In particular, the specific questions we identified are:

- Where to offload? Is computation and/or data offloaded to proximate (single-hop) resources or remote (multi-hop) resources?
- When to offload? With optimization in mind, when does it make sense to offload?
- What to offload? What is the granularity of the computation or data that is offloaded? What is the size and type of payload to use the computation or to offload data?

The answers to the three cyber-foraging questions (where, when and what) from the 58 primary studies were clustered based on similarity. If an answer did not belong to an existing category, a new category was created and the answers to the previously analyzed studies were revisited to see if they needed to be re-categorized. Figure 2.3 shows the resulting categorization for computation offload and Figure 2.4 shows the resulting categorization for data staging. The difference between the two categorizations is in the third question related to what to offload.
2.5.1.1 Where to Offload

In cyber-foraging systems, computation or data is offloaded to resources with greater computing power. These resources are located in either single-hop or multi-hop proximity of the mobile devices that use them. For both computation offload and data staging, the answers to this question were grouped as follows. The answers map to the leaves under Where to Offload on the left side of Figures 2.3 and 2.4.

- Remote: Computation or data is offloaded to a remote resource such as an enterprise cloud or data center, as shown in Part (a) of Figure 2.5. In this case, it is a synchronous operation that requires multiple network hops between the mobile device and the enterprise cloud. Even though the bandwidth between the mobile device and the first hop (i.e., the first mile) and the last hop and the cloud resource (i.e., the last mile) is potentially high bandwidth, the bandwidth between the rest of the hops is likely low.
• Proximate Disconnected: Computation or data is offloaded to a surrogate located in single-hop proximity of the mobile device, and the surrogate can operate without being connected to the cloud resource, as shown in Part (b) of Figure 2.5. In this case, the offload operation is synchronous to a surrogate that is in single-hop proximity over a likely high bandwidth connection. The communication between the surrogate and the cloud resource is asynchronous and multi-hop over a likely lower bandwidth connection.

• Proximate Connected: As in the previous case, computation or data is offloaded to a surrogate located in single-hop proximity of the mobile device. However, as shown in Part (c) of Figure 2.5, the surrogate needs to be connected at runtime to the cloud resource. In this case, the offload operation is synchronous to a surrogate that is in single-hop proximity over a likely high bandwidth connection. The communication between the surrogate and the cloud resource is synchronous and multi-hop over a likely lower bandwidth connection but communication between the two is not necessary for every offload operation (i.e., necessary only for initial provisioning, data synchronization, or to fetch missing data).
The reason why this is an important architectural decision is because if we assume that $t = roundtrip \ communication \ time$ and $t_{surrogate}$ is less than $t_{cloud}$, as defined in Figure 2.5, nearby surrogates are a better option from an energy consumption and latency perspective [10].

### 2.5.1.2 When to Offload

In general, offloading is beneficial when large amounts of computation are needed with relatively small amounts of communication [70]. For both computation offload and data staging, the answers to this question were grouped as follows. The answers map to the leaves under *When to Offload* in the middle of Figures 2.3 and 2.4.

- **Always Offload**: Computation or data is always offloaded because either the computation is not available locally or the assumption is that offloading is more efficient from an energy consumption or latency perspective.

- **Runtime Decision**: Computation or data is only offloaded if remote execution is better than local execution according to a defined utility function based on a combination of parameters such as energy, latency and network bandwidth.
The reason why this is an important architectural decision is because a runtime offload decision implies that the code can execute both locally and remotely and that data is gathered either statically and/or dynamically to calculate the optimization function, whereas an always offload decision does not require a runtime calculation but does assume that the offload target is always available.

2.5.1.3 What to Offload

What to offload involves two architecture decisions, but these are different for computation offload and data staging. For computation offload, one decision has to do with the granularity of the computation that is offloaded to the surrogate or cloud resource, and another has to do with the payload that is sent from the client to the surrogate or cloud resource in order to execute the offloaded computation. Although these seem like low-level decisions, they have architectural implications because they determine the components that are needed on the client and the surrogate. For example, processes and methods create very tight coupling between the client and the surrogate in order to synchronize state, whereas applications, programs and scripts have looser coupling because all they require is an appropriate container or runtime environment. In addition, a technique based on methods, threads and module/components will probably require code to be annotated or re-written while services, applications, programs and scripts will likely require no changes to the software, especially if it follows a thin client/thick server paradigm. The answers to this question were grouped as follows. The answers map to the leaves under What to Offload on the right side of Figure 2.3.

- Granularity (ordered from smallest to largest)
  - Process: A process (or thread) that is executing in the context of the mobile device is offloaded for execution in an equivalent context on the surrogate or cloud resource.
  - Method, Function or Operation: A method, function or operation that is part of a larger programming construct (e.g., class, module, program) is offloaded for execution on the surrogate or cloud resource.
  - Class, Module, Component or Task: A class, module, component or task that is composed of methods, functions, sub-modules, sub-components, or sub-tasks is offloaded for execution on the surrogate or cloud resource.
- Service: A service that exposes a standardized interface is offloaded for execution on the surrogate or cloud resource.

- Application, Program or Server: A complete application, program, or server portion of a client/server system is offloaded for execution on the surrogate or cloud resource.

• Payload

- Computation: The actual computation is sent from the mobile device to the surrogate or cloud resource so that it can be remotely executed.

- Partitioning Algorithm: The execution of a partitioning algorithm that is part of the When to Offload decision is offloaded to the surrogate or cloud resource to determine what portions of the computation should be executed on the mobile device and which should be executed on the surrogate or cloud resource.

- Invocation Parameters: The computation already exists on the surrogate or cloud resource and therefore what is sent from the mobile device are the parameters use when invoking the computation.

- Application State: The state of the application is sent to the computation that exists on the surrogate or cloud resource so that the remote computation can be executed with the same state as that of the application running on the mobile device.

- Device Context: Parameters that describe the context of the device or the application are sent to the surrogate to provide additional information for the execution of the computation.

- Source Location: What is sent from the mobile device to the surrogate is the location (e.g., URI) from which the computation can be retrieved so that it can be installed on the surrogate or simply executed.

- Setup Instructions: Instructions on how to set up and/or assemble the computation are sent from the mobile device to the surrogate or cloud resource.

- Continuous Data from Surrogate to Mobile Device: No payload is sent from the mobile device to the surrogate; the surrogate continuously executes the computation and sends the results to the mobile device.
For data staging, one architectural decision has to do with the type of data that is being staged and the other has to do with the operations that are offloaded to the surrogate or cloud resource to be performed on the data. As with computation offload, the answer to this question has architectural implications because it requires different components on both sides depending on how data is stored and forwarded. For data staging the answers to this question were grouped as follows. The answers map to the leaves under What to Offload on the right side of Figure 2.4.

- **Data Type**
  - Data Updates: Data is staged on a surrogate and updates are sent to the mobile device as defined by update policies established between the surrogate and the mobile device.
  - Application Data: Data used by an application on a mobile device is retrieved from a cloud resource and staged on a surrogate.
  - Data Files: Files needed by a mobile user are retrieved from a cloud resource and staged on a surrogate.
  - Field-Collected Data: Data collected in the field, such as sensor data, is sent from the mobile device to a surrogate as defined by data forwarding policies established between the surrogate and the mobile device.

- **Data Operations On Surrogate**
  - Pre-Fetching: Computation executes on the surrogate that attempts to determine the data that is likely to be used by the mobile devices that it is serving, and then retrieves that data from cloud resources and stores it in the surrogate so that it is available for use by the mobile devices when they need it.
  - In-Bound Filtering or Pre-Processing: Computation executes on the surrogate to process data that is retrieved or pushed from cloud resources so that the mobile devices that it serves receive data that is ready to be consumed, or filtered such that the mobile devices only receive the data that they need.
  - Out-Bound Filtering or Pre-Processing: Computation executes on the surrogate to process data that is received from mobile devices such that the data that is sent on to the cloud resource is processed and ready for consumption by the cloud resource (e.g., cleaned, filtered or merged data)
– Data Storage or Management: The surrogate serves as storage for data in transit between mobile devices and cloud resources. Operations to process that data (i.e., CRUD operations\(^4\)) are also available on the surrogate.

The reason that this is an important architectural decision is because what to offload determines client and surrogate components.

### 2.5.2 Analysis Results

A mapping between the primary studies and the architectural decisions presented in Figures 2.3 and 2.4 is shown in Tables 2.6 and 2.7. Table 2.6 shows the mapping for the computation offload studies and Table 2.7 shows the mapping for the data staging studies. A study may appear in both tables if it presents architectures for both computation offload and data staging systems. If a study presents more than one architecture, a system identifier is included in parentheses after the primary study reference for each. Cuervo2012 [26] and Imai2012 [56] have two entries in Table 2.6 because they present two different systems for computation offload. Iyer2012 [57] has one entry in Table 2.6 and one in Table 2.7 because it presents systems for both computation offload and data staging. Therefore, the total of primary studies is 58 and the total of systems analyzed is 53 for computation offload and 8 for data staging for a total of 61 systems.

#### Table 2.6: Computation Offload Systems in Primary Studies

<table>
<thead>
<tr>
<th>System</th>
<th>Where</th>
<th>When</th>
<th>What</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Granularity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Process</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Component</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Partitioning Algo.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Application State</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Source Location</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Continuous Data</td>
</tr>
<tr>
<td>mHealthMon [2]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Clone-to-Clone (C2C) [7]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

\(^{4}\)CRUD is an acronym for Create Read Update Delete and refers to the main functions of data management applications.
<table>
<thead>
<tr>
<th>System</th>
<th>Where</th>
<th>When</th>
<th>What</th>
<th>Payload</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Granularity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Process</td>
<td>Function</td>
<td>Component</td>
<td>Application</td>
</tr>
<tr>
<td></td>
<td>Remote</td>
<td>Always Offload</td>
<td>Service</td>
<td>Partitioning Alg.</td>
</tr>
<tr>
<td></td>
<td>Runtime Decision</td>
<td></td>
<td></td>
<td>Parameters</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Application State</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Device Context</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Source Location</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Setup Instructions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Continuous Data</td>
</tr>
<tr>
<td>Chroma [9]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Collaborative Applications [16]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X X</td>
</tr>
<tr>
<td>Computation and Compilation Offload [18]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cloud Media Services [19]</td>
<td>X X X</td>
<td>X</td>
<td>X</td>
<td>X X</td>
</tr>
<tr>
<td>Roam [20]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td>X</td>
</tr>
<tr>
<td>CloneCloud [22]</td>
<td>X</td>
<td>X X X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>MAUI [26]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Kahawai [26]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>HPC-as-a-Service [30]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>OpenCL-Enabled Kernels [33]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Real Options Analysis [35]</td>
<td>X X X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>3DMA [39]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectra [41]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlfredO [47]</td>
<td>X X X</td>
<td>X X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collective Surrogates [48]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Grid-Enhanced Mobile Devices [51]</td>
<td>X X X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Cloudlets [52]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Virtual Phone [55]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-Server Offloading [56]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Operating System [56]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Android Extensions [57]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ThinAV [59]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuckoo [62]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>ThinkAir [64]</td>
<td>X X X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MACS [65]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>Scavenger [67]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>AMCO [72]</td>
<td>X X X</td>
<td>X</td>
<td>X X X</td>
<td></td>
</tr>
<tr>
<td>MCo [74]</td>
<td>X X</td>
<td>X</td>
<td>X X</td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
### Table 2.6 – Continued from previous page

<table>
<thead>
<tr>
<th>System</th>
<th>Where</th>
<th>When</th>
<th>What</th>
<th>Granularity</th>
<th>Payload</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prox.</td>
<td>Connected</td>
<td>Remote</td>
<td>Always</td>
<td>Offload</td>
</tr>
<tr>
<td></td>
<td>Disconnected</td>
<td></td>
<td></td>
<td>Process</td>
<td>Function</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Component</td>
<td>Service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Application</td>
<td>Computation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Partitioning</td>
<td>Algo.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Parameters</td>
<td>State</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Device</td>
<td>Context</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Location</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Instructions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Continuous</td>
<td>Data</td>
</tr>
</tbody>
</table>

| PowerSense [82]                           | X           | X             | X                           | X           | X       |
| AIDE [83]                                  | X           | X X           | X                           | X           | X       |
| Application Virtualization [84]            | X           | X             | X                           | X           | X       |
| PARM [88]                                  | X           | X             | X                           | X           | X       |
| Resource Furnishing System [92]            | X X         | X             | X                           | X           | X       |
| Cloud Personal Assistant [93]              | X X         | X             | X                           | X           | X       |
| SOME [96]                                  | X           | X X           | X                           | X           | X       |
| SmartVirtCloud [100]                       | X X         | X             | X                           | X           | X       |
| Odessa [101]                               | X X         | X             | X                           | X           | X       |
| Smartphone-Based Social Sensing [102]      | X X         | X             | X                           | X           | X       |
| MAPCloud [103]                             | X X X       | X             | X                           | X           | X       |
| VM-Based Cloudlets [108]                   | X           | X             | X                           | X           | X       |
| IC-Cloud [111]                             | X X         | X             | X                           | X           | X       |
| SPADE [112]                                | X           | X X           | X                           | X           | X       |
| Slingshot [114]                            | X           | X             | X                           | X           | X       |
| AIOLOS [117]                               | X X         | X             | X                           | X           | X       |
| Offloading Toolkit and Service [121]        | X X         | X             | X                           | X           | X       |
| Mobile Data Stream Application Framework [122] | X X       | X             | X                           | X           | X       |
| Heterogeneous Auto-Offloading Framework [128] | X X       | X             | X                           | X           | X       |
| Weblets [127]                              | X           | X             | X                           | X           | X       |
| DPartner [129]                             | X           | X X           | X                           | X           | X       |
| Elastic HTML5 [126]                        | X X         | X             | X                           | X           | X       |

#### 2.5.2.1 Where to Offload

Figure 2.6 shows the distribution of systems in the studies for the architectural decision related to where to offload or stage data. Some of the systems have
Table 2.7: Data Staging Systems in Primary Studies

<table>
<thead>
<tr>
<th>System</th>
<th>Where</th>
<th>When</th>
<th>What</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Data Type</td>
<td>Data Operations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data Updates</td>
<td>Application Data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Remote Data</td>
<td>Field-Collected Data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data Files</td>
<td>Pre-Fetching</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Out-Bound</td>
<td>In-Bound Processing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Processing</td>
<td>Out-Bound Processing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Storage</td>
<td></td>
</tr>
<tr>
<td>Edge Proxy [6]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Mobile Information Access Architecture</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>for Occasionally-Connected Computing [8]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Trusted and Unmanaged Data Staging Surrogates [42]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Android Extensions [57]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Telemedik [71]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Feel the World [98]</td>
<td>X X X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Large-Scale Mobile Crowdsensing [119]</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sonora [120]</td>
<td>X X X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

more than one answer to the question, as indicated by multiple entries under Where to Offload in Table 2.6 and Where to Stage in Table 2.7. As an example, Edge Proxy [6] in Table 2.7 can offload to only proximate connected resources but Telemedik [71] in Table 2.7 can offload to proximate disconnected or remote resources. A category was created for each combination of answers:

- Proximate Disconnected (only)
- Proximate Connected (only)
- Remote (only)
- Remote or Proximate Disconnected
- Remote or Proximate Connected
- All: Proximate Disconnected, Proximate Connected, and Remote

Tied with the next category, most of the systems in the studies (16/61 or 26%) offload to only proximate disconnected resources, which is expected because of the advantages of lower latency and battery consumption that come
from using Wi-Fi or short-range radio instead of broadband wireless (e.g., 3G/4G) [10][75]. These systems include Mobile Information Access Architecture for Occasionally Connected Computing [8], Chroma [9], Collaborative Applications [16], Computation and Compilation Offload [18], CloneCloud [22], Kahawai [26], Spectra [41], Trusted and Unmanaged Data Staging Surrogates [42], Cloudlets [52], Single-Server Offloading [56], Scavenger [67], PowerSense [82], Application Virtualization on Cloudlets [84], PARM [88], and VM-Based Cloudlets [108]. Clone-to-Clone (C2C) [7] is a special case because even though the surrogate is proximate and not connected to the enterprise, it is part of an overlay network that enables communication with other mobile devices that are connected to the network. The systems presented in these studies assume that surrogates can function stand-alone (i.e., do not need to be connected to the enterprise in order to provide capabilities), whether they are pre-provisioned (i.e., at system deployment time) or provisioned at runtime from the mobile devices themselves. However, many of these systems could be adapted to work with remote cloud servers or any addressable offload target, but would lose the advantage of lower latency due to proximity.

Tied for the largest set of systems in the studies (also 16/61 or 26%) are those that offload to remote or proximate disconnected resources. These systems include MAUI [26], HPC-as-a-Service [30], OpenCL-Enabled Kernels [33], Real Options Analysis [35], Cuckoo [62], MACS [65], Telemedik [71], AMCO
The Offloading Toolkit and Service [121] is a special case because it assumes multiple connected surrogates on which applications can migrate in case of problems. In general, these systems have offload targets that can function stand-alone and are accessible over an IP network, whether local or remote.

The second largest set of systems in the studies (15/61 or 25%) offloads to remote resources. These systems include mHealthMon [2], Mobile Agents [5], Cloud Media Services [19], 3DMA [39], AlfredO [47], Virtual Phone [55], Android Extensions [57], ThinkAir [64], MCo [74], SOME [96], SPADE [112], Mobile Data Stream Application Framework [122], and Heterogeneous Auto-Offloading Framework for Mobile Web Browsers [128]. Weblets [127] is a special case because the architecture contains a cloud elasticity manager that manages a set of cloud nodes and decides where to offload. All these systems assume connectivity to remote cloud resources to offload computation or data. However, unless connectivity to an enterprise cloud is necessary for the system to work, these systems could also offload to proximate connected or disconnected nodes. In fact, the experimentation and validation for many of the solutions is done with a Wi-Fi-connected server instead of the remote enterprise cloud.

The next set of systems (7/61 or 11%) offloads to either remote or proximate connected resources. These systems include Roam [20], Collective Surrogates [48], Grid-Enhanced Mobile Devices [51], ThinAV [59], Resource Furnishing System [92], Cloud Personal Assistant [93], and MAPCloud [103]. The offload targets in these systems need access to a cloud resource in order to operate properly, whether to obtain the code to be offloaded [20], access application data [92], or to offload computation or data to other cloud resources (i.e., surrogate acts as an intermediary) [48][51][59][93][103].

Five out of 61 systems (8%) offload to only proximate resources that are connected to cloud resources. Edge Proxy [6] requires access to the cloud to obtain data updates. SmartVC [100] and Large-Scale Mobile Crowdsensing [119] obtain the offload code from a cloud resource. Slingshot [114] connects a home server to replicas installed on surrogates so that the home server always has a safe copy of application state. Cloud Operating System [56] is a special case because the surrogate is not connected to the enterprise, but to other surrogates to load balance.

Finally, there are two data staging studies (2/61 or 3%) that can offload to all three options: remote, proximate connected, and proximate disconnected resources. Feel the World [98] and Sonora [120] simply need an addressable offload target, whether proximate or remote.
Most systems in the studies offload to a single known surrogate or cloud resource. The reason for this is that the focus of the studies is on demonstrating the validity or efficiency of portions of the architecture, such as optimization engines or partitioning algorithms, and not the operation of the full system.

Some systems include a component in the architecture to discover and select offload targets. In AlfredO [47] and VM-Based Cloudlets [108], the offload targets use broadcast methods to announce their presence. Mobile Agents [5] queries a cloud directory service to obtain a list of available offload targets in the cloud. Collective Surrogates [48] relies on a surrogate manager to manage available surrogates. Spectra [41] and SPADE [112] maintain a local offload target list. Grid-Enhanced Mobile Devices [51], Resource Furnishing System [92], CAP [93], MAPCloud [103], and Heterogeneous Auto-Offloading Framework for Mobile Web Browsers [128] rely on an application or service directory rather than an offload target directory.

### 2.5.2.2 When to Offload

Figure 2.7 shows the distribution of systems in the studies for the architectural decision related to where to offload or stage data.
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For most of the systems in the studies (34/61 or 56%) offloading is a runtime decision. The majority of these systems perform a runtime calculation (often called a utility function) to determine whether it is better to execute locally or to offload computation by comparing predicted local execution cost against predicted remote execution cost. Local execution cost typically takes
into consideration the energy consumed by local execution as well as the local execution time. Remote execution cost typically considers the energy consumed by communication based on payload size and network conditions, the communication time based on payload size and network conditions, and remote execution time. If local execution cost is lower than remote execution cost then the computation is executed locally; otherwise, it is executed remotely (i.e., offloaded). In systems such as ThinkAir [64] and PowerSense [82], the user can decide to optimize for energy or execution time (e.g., prefer lower energy consumption over lower execution time). In Smartphone-Based Social Sensing [102], the user can also optimize for bandwidth usage.

There are many variations of how a system decides when to offload. Some systems do not perform a runtime calculation, but instead check environmental conditions to determine if offloading should take place. For example, Cuckoo [62] simply checks if the offload target is reachable and, if so, offloads the computation. Roam [20] checks whether a component can be run locally or not due to device constraints and, if not, it offloads the component to a reachable resource that can execute it. Other systems have much more complex methods. For example, Collaborative Applications [16] uses a performance model, a power model, a model and status of offload servers, location of files that are needed by the computation, and network conditions to make the offload decision.

The systems that perform runtime calculations require developer input or static profiling to obtain the initial values or models that are used in the calculation, such as required compute cycles, payload size based on input and output parameters, and required energy for execution and communication. Other parameters such as current network conditions or load of the mobile device and offload target are obtained at runtime.

In addition, some systems use runtime profiling to collect data at runtime to adjust the initial values. The goal is to obtain more realistic values based on actual execution data. SmartVC [100] collects execution time and power consumption and Odessa [101] collects network measurements as historical data to improve the offloading decision. MAUI [26] does continuous device, network, and application profiling to optimize energy efficiency. In Single-Server Offloading [56], values are updated at runtime based on real data using the least squares method only if the prediction error is greater than a certain threshold. In AMCO [72], the runtime system continuously improves its effectiveness due to a feedback-loop mechanism.

The rest of the systems in the studies (27/61 or 44%) always offload computation or data. For computation offload systems, the parts of the system that are considered computation-intensive, or that simply cannot run on a mobile
device, are pre-determined and executed on offload targets. All the data staging systems fall in this category, which is expected, because by definition the idea is for the mobile device to send and receive data to and from an enterprise cloud, either directly or via a surrogate. The decision-making process is not whether it is efficient or not to stage data but when is the right time to do so.

### 2.5.2.3 What to Offload

As mentioned earlier, there are two architectural decisions related to what to offload for computation offload systems; one is the granularity of the computation that is offloaded and another is the payload that is sent from the mobile device to the offload target in order to execute the offloaded computation. Figure 2.8 shows the distribution of computation offload systems in the studies for the architectural decision related to what to offload for granularity.

![Figure 2.8: Distribution of Systems for the Architectural Decision What to Offload: Granularity](image)

All the systems in the studies have an *offload client* that runs on the mobile device and an *offload server* that runs on the offload target that together coordinate the offload operation. The majority of the systems are designed such that the applications at runtime are not aware that computation is being offloaded. What changes between systems based on granularity are the development, build, and runtime dependencies between the offload client and target, as well as the amount of state synchronization required to guarantee the correct execution of applications.

As far as granularity, most systems offload at the class, module, component, or task level (28/53 or 53%). The type of element that is offloaded varies...
greatly between systems, but in general they are software elements that execute inside specific containers or runtime environments such as Java Virtual Machines (JVMs), OSGi platforms, or custom-built environments that enable migration between local and remote execution. The advantage of offloading at this level of granularity is that for the most part these are self-contained elements, meaning that they store their own state. Once an element is off-loaded there is no need to synchronize state with the local device unless the execution is returning to the local device. However, except for the systems that rely on more standard environments, such as JVMs and OSGi platforms, there are very tight dependencies between the mobile execution environment and the execution environment on the offload target, as shown in Table 2.8.

This creates limitations in terms of programming languages and increases the effort required for application reuse because of the need to use specific libraries and constructs to enable computation offload.

Table 2.8: Computation Offload Systems that Offload Classes, Modules, Components or Tasks with Offload Details and Constraints

<table>
<thead>
<tr>
<th>System</th>
<th>Offload Element</th>
<th>Constraints/Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Agents [5]</td>
<td>Java classes and/or methods that have been manually marked by the developer as remoteable and packaged as mobile agents</td>
<td>Applications have to be written as mobile agent applications using a development environment such as JADE (Java Agent Development Environment).</td>
</tr>
<tr>
<td>Cloud Media Services [19]</td>
<td>Media processing tasks</td>
<td>There are separate specialized VMs running on the offload target that execute media processing tasks (one per task).</td>
</tr>
<tr>
<td>Roam [20]</td>
<td>Roamlets (Java components with well-defined interfaces)</td>
<td>All devices have resource descriptions that are used by the runtime optimization algorithm. The developer partitions the application into components and determines how many implementations of the component there will be, and then implements each as a Roamlet.</td>
</tr>
<tr>
<td>OpenCL-Enabled Kernels [33]</td>
<td>Kernels (program parts) with OpenCL interfaces</td>
<td>Offload targets are OpenCL-capable.</td>
</tr>
<tr>
<td>Real Options Analysis [35]</td>
<td>Tasks (any component with an API)</td>
<td>The mobile device runs the ROA (real options analysis) framework.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>System</th>
<th>Offload Element</th>
<th>Constraints/Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DMA [39]</td>
<td>Components implemented as Active Objects</td>
<td>Active Object Spaces are created in all mobile devices and servers. In addition, specialized components called workers are implemented in the system to coordinate communication between active objects.</td>
</tr>
<tr>
<td>AlfredO [47]</td>
<td>OSGi bundles</td>
<td>The mobile device and offload target are running R-OSGi.</td>
</tr>
<tr>
<td>Grid-Enhanced Mobile Devices [51]</td>
<td>Tasks</td>
<td>There is a specialized grid middleware running on the offload target.</td>
</tr>
<tr>
<td>Virtual Phone [55]</td>
<td>Android activities</td>
<td>A VM image that matches the mobile device OS is available on the load target. A FUSE(^5) filesystem client and server are installed on the client and offload target respectively.</td>
</tr>
<tr>
<td>Cloud Operating System (COS) [56]</td>
<td>Application modules implemented as SALSA actors that can automatically or manually migrate between machines</td>
<td>Applications are written in SALSA and all interconnected surrogates run COS.</td>
</tr>
<tr>
<td>Android Extensions [57]</td>
<td>Android programming constructs (activity, service, content provider, or broadcast receiver)</td>
<td>A Mobile Cloud Manager runs on the mobile device and is part of the Android stack. A Mobile Cloud Server runs on the offload target.</td>
</tr>
<tr>
<td>Cuckoo [62]</td>
<td>Android services</td>
<td>Applications have to be written and built using the Cuckoo framework. Offloaded code has to be implemented as an Android service. The Ibis middleware is used for remote communication.</td>
</tr>
<tr>
<td>MACS [65]</td>
<td>Android services</td>
<td>Applications have to be developed using the MACS (Mobile Augmentation Cloud Services) development framework. Offloaded code has to be implemented as an Android service.</td>
</tr>
<tr>
<td>Scavenger [67]</td>
<td>Tasks written in Python, annotated with the tag @scavenge</td>
<td>A daemon that runs on the offload target enables task offload (Stackless Python).</td>
</tr>
</tbody>
</table>

\(^5\)FUSE stands for Filesystem in Userspace; a mechanism that enables a user to create a filesystem without editing kernel code
<table>
<thead>
<tr>
<th>System</th>
<th>Offload Element</th>
<th>Constraints/Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMCO [72]</td>
<td>Components (Java methods, classes, or packages) marked by the programmer as energy hotspots</td>
<td>Programmers know the energy hotspots and annotate the code. Components have loose coupling and high cohesion to avoid back-and-forth dependencies between local and remote code execution.</td>
</tr>
<tr>
<td>MCo [74]</td>
<td>Java classes</td>
<td>Mobile applications need to be developed using a development toolkit that provides capabilities for offload to a surrogate called a Master Node that receives computation offload requests from mobile devices and forwards the requests to appropriate Worker Nodes on which migrated classes actually run.</td>
</tr>
<tr>
<td>AIDE [83]</td>
<td>Java classes</td>
<td>Requires a modified JVM.</td>
</tr>
<tr>
<td>PARM [88]</td>
<td>PARM (power-aware middleware) components</td>
<td>Applications need to be written using the PARM (power-aware middleware) API. Energy profiles are known for all components. A server is set up as a power broker. Devices need to register with the nearest offload target and send state information that is used by the power broker.</td>
</tr>
<tr>
<td>Odessa [101]</td>
<td>Data processing stages as defined by the Sprout framework</td>
<td>Applications are implemented using the Sprout framework which structures applications as data flow graphs composed of self-contained stages.</td>
</tr>
<tr>
<td>Smartphone-Based Social Sensing [102]</td>
<td>Data classification tasks and subtasks</td>
<td>Applications are implemented using the computation offloading API.</td>
</tr>
<tr>
<td>SPADE [112]</td>
<td>Tasks that require file processing that can be run from a command line on the remote machine</td>
<td>Offload target runs the SPADE middleware.</td>
</tr>
<tr>
<td>AIOLOS [117]</td>
<td>Java classes that contain methods marked as offloadable</td>
<td>Both the mobile device and the surrogate need to run the OSGi platform because at build time the AIOLOS plugin generates OSGi bundles that publish the annotated classes as OSGi services.</td>
</tr>
<tr>
<td>Offloading Toolkit and Service [121]</td>
<td>Java classes</td>
<td>Shadow classes are generated for each instrumented class. Offload targets are interconnected and capable of supporting VM migration.</td>
</tr>
</tbody>
</table>

*Continued on next page*
The second largest set of systems offloads at the method, function or operation level (11/53 or 21%). In systems such as Collaborative Applications [16], Computation and Compilation Offload [18], MAUI [26], Spectra [41], ThinkAir [64], SOME [96], SmartVC [100] and IC-Cloud [111], developers manually mark the methods that they consider offloadable. Chroma [9] uses a tactic plan to specify the configuration or set of methods that should be offloaded to obtain a particular result (i.e., optimize for a particular parameter). In C2C [7], all code is considered offloadable. In addition to the same types of constraints and requirements for applications and offload targets outlined for the first set of systems, the challenge for this type of system is guaranteeing fidelity of results, which means that executing locally or remotely should produce the same results. Methods, functions, and operations are part of larger programming constructs such as classes or programs that maintain state at runtime, typically expressed as class attributes or global variables. This means that the system has to synchronize state such that it is the same locally and remotely, either periodically or by sending it as an additional input/output of the offload operation.

Systems that offload full applications, programs, or servers of a clien-
t/server system represent the third largest set of systems in the studies (7/53 or 13%). Kahawai [26] offloads the game engine that performs all the GPU computations. Collective Surrogates [48], Cloudlets [52], Application Virtualization on Cloudlets [84], VM-Based Cloudlets [108], and Slingshot [114] offload the server portion of a client/server system. Resource Furnishing System [92] offloads full applications and interacts with them using a VNC client.\(^6\) The advantage of offloading at this level of granularity is that execution environments are much more generic, such as virtual machines or application servers. This also increases application reuse because servers do not have to be adapted to run on mobile devices. Clients are very thin and perform the functionality that cannot be offloaded, such as user interface and sensor operations. However, the rest of the computation is always offloaded, regardless of whether or not it would be more efficient to execute on the mobile device.

The fourth largest set of systems in the studies offload services (6/53 or 11%). Services in these studies are coarse-grained capabilities accessed via standardized interfaces that have been identified by system developers as computation-intensive. In mHealthMon [2], these correspond to services that can analyze sensor data. In HPC-as-a-Service [30] these are high-performance-computing (HPC) services. In ThinAV [59], these are antivirus services; because the service is long-running in addition to computation-intensive, the server has a call back to the mobile device. In PowerSense [82], these are image processing services. In CPA [93] they are general cloud services. In MAPCloud [103], services are part of an application request modeled as a workflow. These systems do not have the requirements or constraints of the systems that offload methods or components because by definition services are self-contained. Once a decision is made to offload, the service is invoked and the system either waits for a reply or receives the reply when it is ready.

Finally, CloneCloud [22] is the only system that offloads at the process level (1/53 or 2%). In this system, the mobile device is fully cloned inside a VM running on the offload target. When the system encounters a computation block that is marked for offload, the process enters into a sleep state and process state is transferred from the mobile device to the clone VM. The clone VM integrates the process state, executes the computation block from beginning to end, and then transfers its process state back to the mobile device. The mobile device reintegrates the process state and wakes up the sleeping process to continue its execution. This system allows very fine-grained control of what portions of an application to offload, but requires a very stable network.

---
\(^6\)VNC stands for Virtual Network Computing and is a protocol for remote access to graphical user interfaces
Figure 2.9 shows the distribution of computation offload systems in the studies for the architecture decision related to what to offload for payload. Some of the systems have more than one answer to the question, as indicated by multiple entries under What to Offload – Payload in Table 2.6. As an example, the payload in Chroma [9] in Table 2.6 is only invocation parameters but the payload for Collaborative Applications [16] in Table 2.6 is invocation parameters and application state. A category was created for each combination of answers:

- Invocation Parameters
- Computation and Invocation Parameters
- Application State
- Setup Instructions and Invocation Parameters
- Continuous Data from Offload Target to Mobile Device
- Partitioning Algorithm and Invocation Parameters
- Application State and Invocation Parameters
- Device Context and Invocation Parameters
- Source Location, Application State and Invocation Parameters
- Source Location and Invocation Parameters

For the majority of the systems, the payload is the Invocation Parameters used to execute the remote computation (26/53 or 49%). All these systems assume that the offloaded computation already exists on the offload target, which leads to a small payload that simply depends on the size of the parameter data types. However, the systems completely rely on the existence and currency of the offloaded computation on the offload target, which in turn would require more complex deployment processes.

For the next largest set of systems, the payload is Computation and Invocation Parameters (14/53 or 26%). This means that both the actual computation and its invocation parameters are sent from the mobile device to the offload target. What differs between systems is the protocol for getting the computation ready on the offload target. Cuckoo [62], MACS [65], Scavenger [67], SmartVC [100], and AIOLOS [117] first check if the offload target has the computation; if not, the computation is sent for deployment. The rest of the
systems simply send the computation for deployment on the offload target. The offload target deploys the computation inside a container or execution environment, executes it directly in a runtime environment, or distributes it to other offload targets for deployment. Once the computation is running, the mobile device sends the invocation parameters for the actual execution. The exception is the Mobile Agents systems [5] in which what is offloaded is an agent that already contains its invocation parameters.

For the next set of systems, the payload is Application State (2/53 or 4%). In CloneCloud [22], the payload is the application state so that the offloaded process can execute in the offload target with the same state as if it executed on the mobile device. In Virtual Phone [55], Android activity state is saved to a user space file system based on FUSE when an activity is paused for offload. The FUSE client that runs on the mobile device synchronizes state with the FUSE server that runs on the offload target so that the activity can be resumed on the offload target with the same state. In both of these systems, the execution returns to the mobile device and state is synchronized back in the same way.

For a small set of systems, the payload is Setup Instructions and Invocation Parameters (2/53 or 4%). This means that the initial payload is not the computation itself but the instructions of how to set up the computation on the offload target. In Collective Surrogates [48], the payload is a small program which is simply a script that offloads code from the Internet, installs, and runs it. In MAPCloud [103], the payload is an application request modeled as a
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workflow of tasks. The offload target (broker) locates offload targets that can perform the tasks and returns a service plan with the URL of each offloaded workflow task. Once the computation is running, the mobile device sends the Invocation Parameters for the actual execution.

In the next set of systems (2/53 or 4%), the payload is Continuous Data from Offload Target to Mobile Device. In Kahawai [26], a system targeted at GPU-intensive applications such as games, the offload target maintains a high-fidelity version of the graphics and a low fidelity version that matches the fidelity of the mobile device. It compares both and sends a compressed video stream of delta frames to the mobile device. The mobile device decompresses the stream and applies the deltas to the frames that it renders locally. In Resource Furnishing System [92], the interaction with the offload target is done via a VNC client which means that GUI updates are continuously sent from the offload target to mobile devices and applied locally.

In addition to Invocation Parameters, two systems offload the Partitioning Algorithm that determines what computation executes locally and what computation is offloaded (2/53 or 4%). These systems are AlfredO [47] and Mobile Data Stream Application Framework [122].

For two systems, the initial payload is local Application State for the mobile device and offload target to synchronize state before invoking the offloaded computation (2/53 or 4%). AMCO [72] sends the state of the nodes that are going to be involved in the computation to the offload target. The offload target synchronizes its state with the received state. The mobile device then invokes the offloaded computation. When a decision is made to return execution to the mobile device, the offload target sends its state to the mobile device so that it is updated. Collaborative Applications [16] uses a suspend/resume approach in which the VM on the mobile device is suspended, state is transferred to the offload target, and then resumed on the server. Once the computation is running, the mobile device sends the Invocation Parameters for the actual execution.

For one system, the initial payload is the Device Context (1/53 or 2%). Cloud Media Services [19] is a system for media processing. The payload is the device context (device type, browser type, supported codecs, screen size, network bandwidth, and latency) such that the appropriate media processing components are selected. Once the computation is running, the mobile device sends the Invocation Parameters for the actual execution.

For one system (1/53 or 2%), Roam [20], the initial payload is the Source Location, or where to obtain the offload computation for installation on the offload target. Application State is then transferred from the mobile device to the offload target. Once the computation is running and the state is syn-
chronized, the mobile device sends the Invocation Parameters for the actual execution.

Finally, for one system, Elastic HTML5 [126], the initial payload is the Source Location (URL) of the offload computation (web worker) and the Invocation Parameters (1/53 or 2%).

As mentioned earlier, there are two architectural decisions related to what to offload for data staging systems; one is the type of data that is being staged and the other is the operations that are offloaded to the offload target to be performed on the data. Figure 2.10 shows the distribution of data staging systems in the studies for the architecture decision related to What to Offload – Data Type.
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Field-Collected Data is sent to an offload target for staging in three of the systems (3/8 or 38%). Feel the World [98] and Sonora [120] offload data collected from sensors, either raw or pre-processed. Large-Scale Mobile Crowdsensing [119] offloads raw data collected from sensors. Staging sensor data addresses storage limitations on mobile devices. In addition, data collected by a surrogate can be shared by other mobile devices connected to the same surrogate or can be fused or pre-processed before sending it to the enterprise.

Application Data is staged in three of the systems (3/8 or 38%). Mobile Information Access Architecture for Occasionally Connected Computing [8] stages data from the enterprise that is likely to be used by applications running on the mobile device; it also stages data going to the enterprise in case of disconnected operations. Android Extensions [57] stages data used by ap-
applications on a surrogate that handles all access to the cloud. Telemedik [71] stages data that is likely to be used by applications based on usage patterns or data alerts. The advantage in this case is lower latency because the data resides in a nearby surrogate and not in a remote cloud.

In Edge Proxy [6], the surrogate informs the mobile device when marked areas of a web page have changed. This is a case of data staging from the enterprise in which the mobile device is only notified when there are updates (1/8 or 13%).

Finally, in Trusted and Unmanaged Data Staging Surrogates [42], a surrogate stages files that might be needed by the mobile device (1/8 or 13%). The advantage, as in staging application data, is lower latency because the files reside on a nearby surrogate and not in a remote server. Access to the remote server is done by the surrogate and only when the file is not available on the surrogate (similar to a cache miss) or when data on the surrogate has changed and needs to be consolidated with the data in the remote server.

Figure 2.11 shows the distribution of data staging systems in the studies for the architectural decision related to What to Offload – Data Operations on Surrogate.
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Mobile Information Access Architecture for Occasionally Connected Computing [8] and Trusted and Unmanaged Data Staging Surrogates [42] are the two systems that perform pre-fetching operations on the surrogate (2/8 or 25%). Trusted and Unmanaged Data Staging Surrogates [42] executes a prediction algorithm on the surrogate to determine files that are likely needed by
the mobile device using file clusters defined by the user as input (files that are often used together).

Edge Proxy [6] and Telemedik [71] are the two systems that perform in-bound filtering or pre-processing of data that flows from the enterprise (or cloud) to the mobile device. The advantage is that the heavy computation or communication to remote servers happens on the surrogates and not on the mobile device. In Edge Proxy [6], the mobile device specifies interest in changes to specific parts of web pages. The surrogate polls the web servers involved, and if relevant changes have occurred, it aggregates the updates as one batch that is sent to the mobile device. In Telemedik [71], a healthcare system, a “context-sensitive priority-based text fragmentation algorithm” determines when and what information to display to the user. This is an example of using data staging to address limited screen size of mobile devices in addition to latency.

Large-Scale Mobile Crowdsensing [119] and Sonora [120] are the two systems that perform out-bound filtering or pre-processing of data that flows from the mobile device to the enterprise (or cloud). In Large-Scale Mobile Crowdsensing [119], sensor data is sent to VMs running on surrogates that can share sensor data with other applications running on the surrogate or format the data to send to applications running in the cloud. Sonora [120] uses a construct called a sync stream that executes on the surrogate and supports disconnected operations, batching, filtering, and compression of data in transit to a remote server.

Finally, Android Extensions [57] and Feel the World [98] use the offload target as an extension of the mobile device’s storage system for Data Storage (CRUD operations). Android Extensions [57] provides a set of libraries that can be used to invoke remote services as if they were local services by leveraging the content provider and broadcast receiver Android programming constructs. In Feel the World [98], collected sensor values can be aggregated and/or transformed locally on the client and uploaded to the data staging server in real-time or at a later time. The surrogate gathers and processes the collected values and can provide visualizations of the collected data.

2.6 Main Observations and Findings from Primary Studies

The primary studies show very different and novel computation offload and data staging systems targeted at guaranteeing fidelity of results, and optimiz-
ing attributes such as energy consumption, network bandwidth usage, and performance/response time. For computation offload systems, the offload mechanisms range from dynamic approaches in which the computation is provisioned from the mobile device to more static approaches in which the computation already exists on the offload target. For data staging systems, the capabilities of the offload target range from an extension of the mobile device’s storage to sophisticated algorithms that predict and stage the data that will likely be needed by the mobile device. As far as distribution, the number of computation offload systems (53) is much larger than the number of data staging systems (8).

Analysis of the data shows the following gaps and opportunities for architectural strategies for cyber-foraging systems.

- Lack of understanding of non-functional requirements beyond energy, performance, network usage, and fidelity of results: One of the main challenges of building cyber-foraging systems is the dynamic nature of the environments in which they operate. For example, the connection to an external resource may not be available when needed or may become unavailable during a computation offload or data staging operation. As another example, multiple external resources may be available for a cyber-foraging system, but not all have the required capabilities. Many of the cyber-foraging systems, especially those that perform runtime partitioning and offloading decisions, have very complex and thorough algorithms for guaranteeing fidelity of results, and optimizing energy consumption, network bandwidth usage, and performance/response time. Disconnected operations and fault tolerance are supported by some systems in which the local computation is a fallback mechanism if the remote computation fails. However, there is very little consideration to other non-functional requirements that are relevant to cyber-foraging systems, such as ease of distribution and installation, resiliency, and security. Understanding these equally-important non-functional requirements is key to reasoning about the behavior of a cyber-foraging system in light of an uncertain operating environment.

- Lack of focus on system-level concerns: Related to the previous point, the systems in the studies tend to have a very narrow focus on proving that cyber-foraging is possible between one mobile device and one offload target, which is a very limited view of a real, operational cyber-foraging system. There is very little discussion of system-level concerns that have to be addressed when moving from experimental prototypes to operational systems; for example:
- How do the systems perform when there are multiple devices trying to offload to the same target?
- If there are multiple offload targets available, how does the mobile device select the target that best fits its requirements?
- What happens if the mobile device loses connectivity to the offload target?
- In those mechanisms that require custom infrastructures or middleware, what are the mechanisms for ensuring currency and compatibility of mobile-side and server-side components if these may not have the same distribution mechanisms?
- How does a mobile device know that a discovered surrogate is trustworthy?
- What are the tradeoffs between the non-functional requirements promoted by the system and other non-functional requirements such as ease of distribution and installation, resiliency, and security?

- Lack of large-scale evaluations: Most of the studies have very limited case studies or evaluations. For example, even though studies talk about mobile cloud computing, the experiments are done in controlled environments over Wi-Fi connections, which is not representative of a real mobile cloud environment with disconnections, high latency, and multiple heterogeneous users and devices. Large-scale evaluations or simulations would generate knowledge that would enable developers of cyber-foraging systems to understand the implications and design decisions to deal with operational environments.

- Small number of studies on architectures for data staging systems: The low number of primary studies related to architectures for data staging, combined with an increasing number of data collection devices in the field, show that it is a potential area for developing architectural patterns or tactics that can be leveraged by software architects and developers of these types of systems.

2.7 Related Work

There are several studies that survey the field of mobile cloud computing and identify cyber-foraging as a research area and challenge, but are not systematic literature reviews and do not have an architectural focus. Abolfazli et al
present a survey of cloud-based mobile augmentation (CMA) approaches, one of which is cyber-foraging. One of the challenges stated by this work is the lack of a reference architecture for CMA. Dinh at al [28] present a survey on mobile cloud computing (MCC). Computation offload is discussed as a technique for extending battery lifetime of mobile devices and listed as one of the challenges for MCC. Fernando et al [38] present a more complete survey on MCC. Some of the research that addresses efficient computation offload and distribution to the cloud and how it differs from traditional distributed systems is discussed in this paper. Lomotey at al [80] present an additional survey on MCC and start introducing some of the challenges of ubiquitous cloud computing (UCC), defined as consistency in cloud service access from multiple mobile devices owned by a single user. Computational offloading from mobile nodes to middle-tier servers (i.e., surrogates) is mentioned as one way to overcome energy and latency limitations of offloading to remote clouds in this paper. Kumar et al [69] present a survey on computation offloading, but focus primarily on the algorithms used to partition and offload programs in order to improve performance or save energy. Finally, Yu et al [123] present a survey on seamless application mobility, which is the continuous or uninterrupted computing experience as a user moves across devices. Code offloading is mentioned as a future direction for seamless application mobility.

The work that is most similar to ours is by Flinn et al [40] that presents a discussion of representative cyber-foraging systems and their characteristics. However, it is limited to a small number of systems and does not follow a systematic process. To the best of our knowledge, ours is the first systematic literature review related to architectures for cyber-foraging.

2.8 Summary and Conclusions

This chapter presented the results of an SLR in architectures for cyber-foraging systems in the context of RQ1, which is to determine what software architecture design decisions for cyber-foraging systems can be identified in the literature.

We identified 58 primary studies, containing a total of 61 systems (53 computation offload systems and 8 data staging systems). The systems were analyzed using a categorization of architecture decisions related to what, when, and where to offload computation and data from mobile devices. While most of these systems presented very novel methods for computation offload and making runtime decisions, there was very little detail on how the systems would function in a real operational setting. In particular, the analysis allowed us to
identify gaps and opportunities for research in (1) non-functional requirements that are relevant to operational cyber-foraging systems, such as ease of distribution and installation, resiliency, and security, (2) system-level architecture analysis, (3) large-scale evaluations, and (4) architectures for data staging systems. Of particular interest was the small number of data staging systems in the studies. Given the data presented in Section 1.1 related to trends such as IoT, demanding content types, and increasing mobile traffic, we would have expected to see more data staging systems in the studies addressing some of these problems.

The next chapter presents a set of architectural tactics derived from the architecture decisions identified in the primary studies. The goal of the tactics is to provide reusable elements for architects of cyber-foraging systems to reason about quality attributes necessary for deployment in operational environments, beyond energy efficiency, response time, and fidelity of results.
This chapter presents a catalog of architectural tactics for cyber-foraging that was derived from the results of the systematic literature review on architectures for cyber-foraging systems presented in Chapter 2. Elements of the architectures identified in the primary studies were codified in the form of Architectural Tactics for Cyber-Foraging. These tactics will help architects extend their design reasoning towards cyber-foraging as a way to support the mobile applications of the present and the future.

3.1 Introduction

Architectural tactics are design decisions that influence the achievement of a quality attribute response [13]. The tactics in this chapter were extracted from the primary studies based on (1) common components found in the studies, (2) quality attributes explicitly stated in the studies, and (3) quality attributes inferred from system and component descriptions.

Figure 3.1 presents the set of identified tactics. The top levels of the figure are the tactic categories. The boxes with solid lines under each category are the tactics. A box with a dashed line under a tactic is a variation of that tactic. Each tactic is described using the following template:

- Motivation: rationale behind the tactic

- Description: components introduced by the tactic and explanation of their roles

- Constraints: necessary conditions for applying the tactic in an existing software architecture
• Example: application of the tactic in one or more systems; the example(s) will map back to the elements of the architecture diagram presented in the description

• Dependencies: other tactics required by the tactic

• Variations (Optional): slight variations of the tactic

The tactics are divided into functional and non-functional tactics. Functional tactics are broad and basic in nature and correspond to the architectural elements that are necessary to meet cyber-foraging functional requirements. Non-functional tactics are more specific and correspond to architecture decisions made to promote certain quality attributes. Non-functional tactics have to be used in conjunction with functional tactics.

The tactics described in this section will include a surrogate as the offload target, as depicted in Parts (b) and (c) of Figure 2.5. The notion is that the elements of the tactic that apply to the surrogate will also apply to a remote cloud server.

3.2 Functional Architectural Tactics for Cyber-Foraging

Functional architectural tactics correspond to basic capabilities of a cyber-foraging system. All the systems in the studies presented in Chapter 2 contained at least the following combination of tactics:

\[(\text{Computation Offload} \lor \text{Data Staging}) \land \text{Surrogate Provisioning} \land \text{Surrogate Discovery}\]

This means that all cyber-foraging systems contain

• A tactic for computation offload or data staging (or both)

• A tactic for provisioning the surrogate with the offloaded computation or data processing capabilities

• A tactic for a mobile device to locate a surrogate for offload or data staging

The following sections describe these basic functional architectural tactics.
Figure 3.1: Architectural Tactics for Cyber-Foraging
3.2.1 Computation Offload

A scenario for Computation Offload from a mobile device to a surrogate is the following: The user of a mobile device executes a cyber-foraging-enabled mobile application. The application offloads the computation to a nearby surrogate with minimal disruption to the mobile device user.

The Computation Offload tactic can be found in the computation offload systems shown in Table 2.6 for which What to Offload - Granularity is Component, Service, or Application. It can also be mapped to the data staging systems in Table 2.7 for which What to Offload - Data Operations corresponds to Storage because even though these systems are using the surrogate for extended storage, what they are really offloading is the data management computation.

**Motivation.** Mobile devices still do not have the computing power and battery life that will allow them to perform effectively over long periods of time, or to execute applications that require extensive communication or computation. Computation Offload extends battery life by offloading computation-intensive portions of an application to nearby surrogates with greater computation power. In addition, the single-hop proximity of surrogates combined with the use of WiFi or short-range radio instead of broadband wireless (e.g., 3G/4G) also decreases latency [10][75] and improves the user experience especially for highly-interactive applications.

**Description.** Figure 3.2 shows the main components of this tactic with numbers that indicate the sequence of operations. The Computation Offload tactic requires an Offload Client running on the Mobile Device and an Offload Server running on the Surrogate. This pair of components communicates to coordinate the offload operation. The Cyber-Foraging Enabled Mobile App invokes the Offload Client when it encounters a portion of code that has been identified as offloadable computation and passes it any App Metadata that is required to set up the Offloaded Code. The Offload Client then coordinates with the Offload Server to set up the Offloaded Code so that it can be invoked by the Cyber-Foraging Enabled Mobile App. The Offloaded Code runs inside a Container on the Surrogate. Examples of a Container are a virtual machine, application server, web server, or the operating system. Figure 3.2 shows the Cyber-Foraging Enabled Mobile App communicating directly with the Offloaded Code. An alternative is for the Cyber-Foraging Enabled Mobile App to always communicate through the Offload Client. This latter alternative has the potential for performance problems as the number of mobile clients using the surrogate increases. This is because the Offload Server becomes a bottleneck as all communication would go through this component.
However, some systems that implement Fault Tolerance tactics (Section 3.3.2) place the responsibility of detecting and managing disconnections in the Offload Client and Offload Server which therefore benefit from the single point of communication of the latter alternative.

![Diagram of Computation Offload Tactic](image)

**Figure 3.2: Computation Offload Tactic**

**Constraints.** The tactic as described assumes that offloaded computation already exists on the surrogate (provisioned via the application of a Surrogate Provisioning tactic (Section 3.2.3)) and that the surrogate is always available. **Example.** An example of how to apply the Computation Offload tactic is the Mobile Agents system [5] shown in Figure 3.3. In the Mobile Agents system applications are manually partitioned into components that have to be executed locally and components that can be offloaded. These offloadable components are set up as Mobile Agents using the Java Agent Development Environment (JADE). At runtime, the Execution Manager determines if the agent marked as offloadable should be offloaded based on a comparison of local and remote execution times (Section 3.3.1.1 contains details on runtime partitioning). If so, the Execution Manager sends the Mobile Agent (which carries its input parameters) to the Agent Management System so that it can migrate the Mobile Agent to the JVM Container in the Cloud Host. After migration, the offloaded component starts executing and communicates directly with the
Dependencies. The Computation Offload tactic needs to be combined with a Surrogate Provisioning tactic (Section 3.2.3) that prepares the surrogate for computation offload. It also needs to be combined with a Surrogate Discovery tactic (Section 3.2.4) to discover surrogates in the environment. This tactic is also often combined with non-functional tactics to achieve desired system qualities. For example, it is often combined with Resource Optimization tactics (Section 3.3.1) to make better decisions on resource usage and with Fault Tolerance tactics (Section 3.3.2) to attempt to provide continued operations.

Variation: Stateful Computation Offload. The tactic as described assumes that the offload operation is stateless, which means that no mobile app state needs to be transferred between the Offload Client and the Offload Server during the offload operation. This is what happens when the granularity of the offload operation is a module or class, a service, or a complete application (or server portion of an application) because offloaded code is self-
contained. When the granularity of the offload operation is at the process or at the method level, the state of the program or object that contains the process or method being offloaded has to be transferred to the equivalent program or object on the surrogate. In this case, a state synchronization operation in a State Manager component that is invoked either periodically or on-demand has to execute before the offloaded code is executed to guarantee that the state is equivalent on both sides. This stateful variation of the tactic can be mapped to the computation offload systems in Table 2.6 for which What to Offload - Granularity corresponds to Process or Function.

An example of how to apply the Stateful Computation Offload tactic is the CloneCloud system [22] shown in Figure 3.4, marked with numbers that indicate the sequence of operations. In CloneCloud, the Container on the Surrogate is a Clone Application VM of the Application VM that is executing on the mobile device. At runtime, when a computation block of the Instrumented Mobile App is marked for offload, a Migrator component running in the VM is invoked that puts the running process into a sleep state and transfers this state to the Clone Application VM via the pair of Node Managers running on both the mobile device and the surrogate. The Migrator in the Clone Application VM creates a new process with the received state and marks it as runnable so it executes. The cloned process executes from the beginning of the computation block until it reaches the end of the computation block. The Migrator on the cloned VM then transfers the new process state back to the mobile device. The Migrator on the mobile device receives the new process state, merges it with the sleeping process, and then wakes up the sleeping process to continue its execution.

3.2.2 Data Staging

A scenario for Data Staging is the following: A mobile application is being used by multiple users to collect data in the field. Upon detection that it is close to a surrogate, the mobile application offloads the collected data. When the operation is complete, the mobile device deletes the transmitted data to free up storage space. In addition, when the surrogate establishes connectivity to the main data center in the cloud, it forwards the data that was collected by the multiple users, where it is integrated into the enterprise data repository. An additional capability of the application is to provide data visualizations pertaining to the data collected by the user, the data collected in the region that is served by the surrogate, and the data collected by the entire set of users. Therefore, data is pushed from the enterprise data center to the surrogate either on-demand or periodically so that the data is closer to the user and
Figure 3.4: CloneCloud as an Example of the the Stateful Computation Offload Tactic

The Data Staging tactics require a configuration such as the one shown in Part(c) of Figure 2.5 in which the mobile device is connected to a surrogate and the surrogate is connected to the enterprise or cloud data center, even if connectivity is intermittent or periodic.

3.2.2.1 Pre-Fetching

The Pre-Fetching tactic can be found in the data staging systems shown in Table 2.7 for which What to Offload - Data Operations is Pre-Fetching. **Motivation.** Data-intensive mobile apps often rely on data located in the cloud. However, access to this data is likely over a lower-bandwidth and multi-hop connection, compared to the higher-bandwidth, single-hop connection that exists between a mobile device and a surrogate. Pre-fetching anticipates data
needs in order to minimize communication to the cloud and reduce latency. The surrogate, according to a defined pre-fetch algorithm, retrieves data from the cloud and stores it locally so that it is available to the mobile device when it needs it. Access to the cloud is therefore only necessary when the data is not already available on the surrogate.

**Description.** Figure 3.5 presents the main components of this tactic. The Pre-Fetching tactic requires a *Data Staging Client* that runs on the *Mobile Client* and a *Data Staging Manager* that runs on the *Surrogate*. The *Data Staging Client* handles all data operations on behalf of a *Cyber-Foraging-Enabled Mobile App*. Before sending the data operation to the *Data Staging Manager*, the *Data Staging Client* captures and also sends along any *Pre-Fetch Hints* that are used by the *Pre-Fetch Algorithm* to determine and anticipate data needs. Examples of pre-fetching hints include mobile device location, user profile and preferences, and the user’s schedule. The *Data Staging Manager* first executes the data operation against the local *Cache*. If the operation is successful it returns the results of the data operation. If the operation is not successful the *Data Staging Manager* obtains the data from the *Cloud Data Repository* in the *Enterprise Cloud* (or the equivalent of a master data repository), stores it in the local *Cache*, and returns the results of the data operation to the *Mobile Client*. Asynchronously, either periodically or triggered by certain conditions, the *Data Staging Manager* will use the *Pre-Fetch Hints* from the *Mobile Client* and any local data such as the user’s access history as parameters to a *Pre-Fetch Algorithm* that will calculate the data set that is likely to be needed next by the *Cyber-Foraging Enabled Mobile App*. It will then retrieve this data set from the *Cloud Data Repository* and store it in the local *Cache* so that it is available when it is needed by the *Cyber-Foraging Enabled Mobile App*. Similarly, either periodically or in response to certain conditions, that *Data Staging Manager* will sync the *Cache* with the *Cloud Data Repository* to ensure that data is consistent locally and remotely.

**Constraints.** The tactic as presented requires connectivity between the mobile device and the surrogate for access to any data that is being staged, and eventual connectivity between the surrogate and the enterprise cloud to serve cache misses and synchronize data. The tactic also assumes that there is a mechanism in place, either manual or automatic, to resolve any synchronization conflicts between the Cache and the Cloud Data Repository, especially if cached data is not read-only.

**Example.** An example of how to apply the Pre-Fetching tactic is the Trusted and Unmanaged Data Staging Surrogates system [42] shown in Figure 3.6. Data is staged on a *Staging Server* in the *Surrogate*. A *Client Proxy* running on the *Wimpy Client* intercepts all data operations. If it detects high latency
it sends the data operation to the Surrogate, which then uses a pre-defined User Role to determine the initial set of files that the user is going to need based on this role. The User Role basically establishes the set of files that are commonly used together. The Staging Server obtains the set of files from the File Server and caches them on the surrogate.\footnote{For simplicity, the desktop and its trusted authority role are not included in the discussion of this tactic but are addressed in Section 3.3.4.1.} After the Cache has been loaded with the initial data set, all data operations are routed to the Staging Server. If the requested file exists in the Cache then the data operation takes place locally on the Surrogate. If the file is not available in the Cache it obtains the file from the File Server and stores it in the Cache, along with any other files that are predicted to be required based on the request.

**Dependencies.** The Pre-Fetching tactic needs to be combined with a Surrogate Provisioning tactic (Section 3.2.3) that prepares the surrogate for data

\[\text{Figure 3.5: Pre-Fetching Tactic}\]
staging and with a Surrogate Discovery tactic (Section 3.2.4) to discover surrogates in the environment. This tactic is also often combined with other non-functional tactics to achieve desired system qualities. For example, it is often combined with Fault Tolerance tactics (Section 3.3.2) to attempt to provide continued operations.

### 3.2.2.2 In-Bound Pre-Processing

The In-Bound Pre-Processing tactic can be found in the data staging systems shown in Table 2.7 for which *What to Offload - Data Operations* is In-Bound Processing.

**Motivation.** Data-intensive mobile apps often rely on data that resides in the cloud. However, access to this data is likely over a lower-bandwidth and multi-hop connection, that in addition consumes more energy than the single-hop connection that exists between a mobile device and a surrogate. In order to reduce the amount of data received by the mobile device, avoid direct communication to the cloud for every data operation, and avoid the computation
costs of processing this data for visualization on mobile devices, the surrogate pre-processes the data that is retrieved or pushed from the enterprise cloud. The mobile device receives data that is ready to be consumed, or filtered such that it only receives data of interest or relevance.

**Description.** Figure 3.7 shows the main elements of the In-Bound Processing tactic. This tactic requires a *Communications Manager* that runs on the *Mobile Client* and handles all communication with the *Data Processor* on the *Surrogate*. The *Mobile Client* can request data on demand or periodically (synchronous) or can register with the surrogate for data of interest (asynchronous). In the case of synchronous requests, as shown by the S# operations in Figure 3.7, the *Cyber-Foraging-Enabled Mobile App* requests data via the *Communications Manager*. The *Data Processor* retrieves the data from the *Cloud Data Repository* and pre-processes it according to defined algorithms/rules before sending the data to the mobile app. The *Data Processor* may store data in its local *Cache* for additional processing, to serve additional requests based on the same data, or if the algorithm/rules involve partitioning or priorization of data such that it is sent incrementally upon request. In case of asynchronous requests, as shown by the A# operations in Figure 3.7, the *Cyber-Foraging-Enabled Mobile App* registers for data of interest via the *Communications Manager*. The *Data Processor* periodically polls the *Enterprise Cloud* for the data of interest (e.g., new data, updated data, data conditions satisfied) and when conditions are met it sends the data asynchronously back to the mobile app using some form of callback mechanism.

**Constraints.** The tactic as presented requires connectivity between the mobile device and the surrogate for access to any data that is being staged, and connectivity between the surrogate and the enterprise cloud to receive data as required.

**Example.** An example of how to apply the In-Bound Pre-Processing tactic is the Edge Proxy system [6] shown in Figure 3.8. The Edge Proxy system uses a surrogate called an *Edge Server* to monitor changes in web pages on behalf of a *Web Browser* running on the *Mobile Device*. The user marks areas of interest on a web page (e.g., stock prices, temperature, news) and sends them to an *Edge Proxy* running on the *Edge Server* via the *Mobile Proxy*. The *Edge Proxy* saves the current state of the web page along with the areas of interest in its *Cache*. The *Edge Proxy* then does high-frequency polling of the web page on the *Web Server* and notifies the *Mobile Device* if it detects a change in the areas of interest compared to the cached web page. Instead of sending separate messages for the web page and its embedded objects, the *Edge Proxy* bundles the web page with all its embedded objects in a single batch update message, further reducing the amount of communication between the *Mobile*
**Device and the Surrogate.**

**Dependencies.** The In-Bound Pre-Processing tactic requires a Surrogate Provisioning tactic (Section 3.2.3) that prepares the surrogate for data staging.

### 3.2.2.3 Out-Bound Pre-Processing

The Out-Bound Pre-Processing tactic can be found in the data staging systems shown in Table 2.7 for which *What to Offload - Data Operations* is Out-Bound Processing.

**Motivation.** Data-intensive mobile apps are often used to collect data in the field, where Internet connectivity might not be available to mobile devices or might be costly. In addition, although the field-collected data is valuable, it might be overwhelming for a device to transmit all data collected to the enterprise, especially if Internet connectivity is a scarce resource. In these cases, a surrogate can pre-process – clean, filter, summarize, or merge – the data that is received from the mobile devices that it serves such that the data that is sent on to the enterprise cloud is ready for consumption and serves an immediate need. Complete data from the mobile device and/or the surrogate...
can be uploaded to the cloud when network connectivity is available.

**Description.** Figure 3.9 shows the main components of the Out-Bound Pre-Processing tactic. This tactic requires a Mobile Sensing App that uses a Communications Manager on the mobile device to buffer data to send to its counterpart on the Surrogate. The Communications Manager can also batch data according to user or application preferences to conserve the energy spent on turning the radio on and off for communication. The Communications Manager on the Surrogate receives the data and stores it in a local Cache. One or more Data Processing Applications on the Surrogate can either subscribe to data coming in from the Mobile Device, perform continuous processing and forwarding of the data as it is coming in, or provide on-demand capabilities to other mobile devices being served by the same surrogate or cloud applications.

**Constraints.** The tactic as presented requires eventual connectivity between the mobile device and the surrogate to offload data captured in the field and eventual connectivity between the surrogate and the enterprise cloud to offload data that is staged on the surrogate.

**Example.** An example of how to apply the Out-Bound Processing tactic is the Large-Scale Mobile Crowdsensing system [119]. Crowdsensing refers to individuals using mobile devices with sensors that share information about an event or task of interest such as environmental monitoring, public safety, traffic
monitoring, or collaborative searches. As shown in Figure 3.10, the Large-Scale Mobile Crowdsensing system relies on a single Crowdsensing Participation App to gather data from one or more sensors on the Mobile Device and create a Data Sensing Stream that is sent to a Proxy VM on a surrogate called a Cloudlet. The Proxy VM serves the role of both Communications Manager and Cache and is essentially a proxy of the mobile device that handles all requests for sensor data on behalf of the mobile device. A Cloudlet can run one or more Proxy VMs that each corresponds to a mobile device that is participating in a crowdsensing task. In addition, the Proxy VM can perform processing on the data sensing stream to for example enforce privacy settings. One or more Crowdsensing Application VMs that also run on the surrogate access the Proxy VM to obtain the sensed data to process locally or to format and send the data to applications running in an Application Server in the cloud.

Dependencies. The In-Bound Pre-Processing tactic requires a Surrogate Provisioning tactic (Section 3.2.3) that prepares the surrogate for data staging.
To be able to use a surrogate for cyber-foraging, it has to be provisioned with the offloaded computation and/or the computational elements that enable data staging. A scenario for surrogate provisioning is as follows: a mobile device needs to execute a computation-intensive task. Instead of executing the task locally, it locates a surrogate and sends it a request to execute the computation on its behalf. The surrogate first checks if it already has the computation to support the task. Because it does not, it sees if it can locate the computation in a cloud repository. Because the surrogate is not able to locate the capability in the cloud, the mobile device sends the computation to the surrogate for installation. Once the surrogate installs and starts the computation it notifies the mobile device that it is ready, executes the computation, and sends back the results of the computation.

3.2.3.1 Pre-Provisioned Surrogate

Many of the systems described in the primary studies assume that the offloaded computation and/or data staging elements are already installed (pre-
provisioned) on the surrogate at deployment time. The computation offload systems shown in Table 2.6 that make this assumption are those for which \textit{What to Offload - Payload} is (1) Parameters but not Computation, Source Location nor Setup Instructions, (2) Application State, (3) Device Context, or (4) Continuous Data. It is also true of all the data staging systems shown in Table 2.7. However, for these systems, there is no detail of how the surrogates were provisioned with the necessary offloaded computation and or data staging elements. This observation relates to the SLR finding in Section 2.6 that states that most systems tend to focus on the algorithms and implementation details for enabling cyber-foraging and not on system-level attributes such as ease of distribution and installation that have to be considered when moving from experimental prototypes to operational systems. Indeed, a cyber-foraging system could be implemented with a static, hard-coded connection between the mobile device and the offloaded computation or data staging elements in the surrogate. However, this static link between mobile device and surrogate does not enable the flexibility that is implied by cyber-foraging as the opportunistic leveraging of resource-rich surrogates.

**Motivation.** Pre-provisioned surrogates have the advantage of shorter response time to offload requests from mobile devices because the offloaded computation or data staging elements already reside on the surrogate. In an operational setting in which surrogates support multiple clients, a surrogate should have minimal management capabilities that (1) help surrogate administrators to install capabilities (offloaded computation and data staging computing elements) and appropriate execution containers, and (2) maintain a list of these capabilities (similar to a service registry).

**Description.** Figure 3.11 shows the main components of the Pre-Provisioned Surrogate tactic. This tactic requires a \textit{Surrogate Manager} that acts as a management component for the \textit{Surrogate}. The \textit{Surrogate Manager} is accessed by a system administrator from a \textit{Local User Interface} running on the \textit{Surrogate} or a \textit{Remote User Interface} that resides on an external \textit{Admin Client} (e.g., laptop, desktop, mobile device). When a system administrator uses the \textit{Surrogate Manager} to install a new offload or data staging capability on the \textit{Surrogate}, the capability is stored in a \textit{Capabilities Repository} such as a file system or database. The \textit{Capabilities Repository} contains the set of capabilities that are either started when the \textit{Surrogate} is started, or started on demand when the \textit{Offload Server} (from the Computation Offload tactic (Section 3.2.1)) or the \textit{Data Staging Manager} (from the Data Staging tactics (Section 3.2.2)) receive a request from a mobile device. In the latter case, the \textit{Capability Metadata} contains metadata that enables the setup of these capabilities on-demand, such as resource requirements, installation scripts, and configuration data. Installed
capabilities are then registered in a *Capability Registry* that is used by Surrogate Discovery tactics (Section 3.2.4) for advertising capabilities to mobile cyber-foraging clients.

![Diagram of Pre-Provisioned Surrogate Tactic](image)

**Figure 3.11: Pre-Provisioned Surrogate Tactic**

**Examples.** This tactic is not present in any of the systems, but could be integrated into any of the cyber-foraging systems in the primary studies that assume that offloaded computation and/or data staging elements are already available on the surrogate at runtime. What would vary between pre-provisioned systems that implement this tactic is the form of the capabilities that are stored in the repository and capability metadata, which depend on the *What to Offload - Granularity* architecture decision from Figure 2.3.

- For systems that offload at the process level, such as CloneCloud [22] shown in Figure 3.4, the capabilities take the form of a container to
which the process and its state can migrate. For CloneCloud this is an Application VM.

- For systems that offload at the Method, Function or Operation level the capabilities take the form of the larger programming construct that these are a part of (i.e., class, module or program). As an example, if the MAUI system [26] would implement this tactic, the capabilities would take the form of .NET component classes that are stored in the Capabilities Repository and at runtime would be deployed inside a .NET CLR environment (i.e., execution container).

- For systems that offload at the Class, Module, Component, Task, Service, Application, Program, or Server level, the capabilities take this exact form because they are self contained. As an example, if the AIDE system [83] implemented this tactic the capabilities would take the form of Java classes that at runtime would be deployed inside a JVM.

In addition, something that would also vary across these systems is whether the offloaded computation is started once and always running, as in the mHealthMon system [2], or if it is started upon offload request as in the Grid-Enhanced Mobile Devices system [51]. In mHealthMon the services that correspond to offloaded computation are running and waiting for requests from mobile clients. Even though it is not explicitly stated in the study, starting up the system would involve starting all the services. If mHealthMon implemented this tactic, a startup process would start all the services in the Capability Repository. In Grid-Enhanced Mobile Devices, upon an offload request an object called a deputy object is created on the surrogate to manage all the mobile device’s requests and then destroyed when the mobile device terminates the connection. This latter approach also promotes scalability and elasticity, as shown in the Just-In Time Containers tactic (Section 3.3.3.1).

3.2.3.2 Surrogate Provisioning from the Mobile Device

The Surrogate Provisioning from the Mobile Device tactic can be found in the computation offload systems shown in Table 2.6 for which What to Offload - Payload is Computation.

Motivation. In Pre-Provisioned Surrogates (Section 3.2.3.1) a mobile device can only execute applications that already exist on the surrogate. Provisioning the surrogate from the mobile device has the advantage of enabling the execution of a greater number of applications because surrogates are provisioned at runtime. The mobile device sends the offloaded computation to the surrogate...
Whether at runtime from the mobile devices that use them. The surrogate installs the computation inside an execution container and starts the application on behalf of the mobile device.

**Description.** Figure 3.12 shows the main elements of the Surrogate Provisioning from the Mobile Device tactic with numbers that indicate the sequence of operations. In this tactic each *Cyber-Foraging-Enabled Mobile App* has one or more files that correspond to *Offloaded Code for Cyber-Foraging-Enabled Mobile App*, such as a class, module or application. The *Cyber-Foraging-Enabled Mobile App* starts the offload process. The *Offload Client* sends the *Offloaded Code for Cyber-Foraging-Enabled Mobile App* to the *Offload Server* on the *Surrogate*. The *Offload Server* installs the offloaded code in an execution *Container* and notifies the mobile app that it is ready for execution. At this point the *Cyber-Foraging-Enabled Mobile App* starts the execution of the offloaded code.

**Figure 3.12: Surrogate Provisioning from the Mobile Device Tactic**
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Constraints. The tactic as presented requires a pre-established agreement between mobile devices and surrogates on the format of the offloaded code (e.g., Java class, Python script, Windows application). In addition, depending on the size of the offloaded code (i.e., payload), the tactic may require additional components on the mobile device and surrogate to manage and provide reliable communications during the transmission of the offloaded code.

Example. An example of how to apply the Surrogate Provisioning from the Mobile Device tactic is the VM-Based Cloudlets system [108]. In this system, an Application Overlay is created for each cyber-foraging-enabled mobile app by starting a Base VM (a minimally configured VM with a guest (OS) installed), installing the application in the Base VM, and then suspending the VM. The binary difference is calculated between the resulting VM image file and the Base VM and saved as an Application Overlay. As shown in Figure 3.13, at runtime the Application Overlay is sent by the KCM Client to the KCM Server. The KCM Server performs VM Synthesis by taking the same Base VM from which the Application Overlay was created and applying the overlay to it in order to recreate the VM with the installed application. The resulting VM is called a Launch VM and is started within a VM Manager (in this system it is VirtualBox²). Once the Launch VM is started and ready, the KCM Client is notified that the application is ready for execution. The user then interacts with the application via a VNC Client.

3.2.3.3 Surrogate Provisioning from the Cloud

The Surrogate Provisioning from the Cloud tactic can be found in the computation offload systems shown in Table 2.6 for which What to Offload - Payload is Source Location, which are the Roam [20] and the Elastic HTML5 [126] systems. For these two systems the payload is the URL of the location of the offloaded computation. It can also be found in the Collective Surrogates [48] and MAPCloud [103] systems for which What to Offload - Payload is Setup Instructions. In the first system the payload is a script that obtains the offloaded computation from the cloud; in the second system it is an application request that is modeled as a workflow of tasks to be located in the cloud.

Motivation. Provisioning surrogates from the mobile device has the advantage of enabling the execution of a greater number of applications (Section 3.2.3.2) compared to pre-provisioned surrogates (Section 3.2.3.1). However, the size of the computation that is sent to the surrogate at runtime can be significant. In the examples for the MAUI system [26], the size of the .NET

²https://www.virtualbox.org/
components transmitted at runtime is between 0.2 MB and 13.8 MB. In the examples for the VM-Based Cloudlets system [108], the size of an application overlay is between 63 MB and 196 MB. An alternative is to send the location of the computation in the form of a URL for the surrogate to download and install. The payload in this case is almost insignificant but the time to provision may be longer due to potentially higher and unpredictable latency between the cloud and the surrogate. However, the mobile device is not consuming battery due to high transmission costs. In addition, because the computation exists in a defined place in the cloud it is easier to update because it does not have to be sent to each mobile device after patches or upgrades.

Figure 3.13: VM-Based Cloudlets as an Example of the Surrogate Provisioning from the Mobile Device Tactic
Description. Figure 3.14 shows the main elements of the Surrogate Provisioning from the Cloud tactic with numbers that indicate the sequence of operations. In this tactic the Cyber-Foraging-Enabled Mobile App contains the URL that indicates the location from which the offloaded code has to be downloaded. The Cyber-Foraging-Enabled Mobile App starts the offload process by sending the URL to the Offload Client, which in turn sends it to the Offload Server on the Surrogate. The Offload Server downloads the offload code from an Offload Code Repository at the URL, installs it in an execution Container and notifies the mobile app that it is ready for execution. At this point the Cyber-Foraging-Enabled Mobile App starts the execution of the Offloaded Code.

Constraints. The tactic as presented requires connectivity between the surrogate and the cloud and potentially additional components on the surrogate and cloud server to manage and provide reliable communications during the transmission of the offloaded code. The computation has to exist at the indi-
cated location. In addition, it requires a pre-established agreement between surrogates and the cloud servers on the format of the offloaded code (e.g., Java class, Python script, Windows application).

**Example.** An example of how to apply the Surrogate Provisioning from the Cloud tactic is the Collective Surrogates system [48]. As shown in Figure 3.15, at runtime once a *Participating Node* is assigned to an offload operation, the *Offload Client* sends a shell script to a *Daemon* running on the *Participating Node* which executes the script on behalf of the client. The script downloads the application that corresponds to the offloaded code from an *Application Repository* on an *Internet Server*, installs the application and starts it. Once the *Application* is started and ready, the *Offload Client* is notified that the application is ready for execution. The user then interacts with the application via a *Client Interface*.

![Figure 3.15: Collective Surrogates as an Example of the Surrogate Provisioning from the Cloud Tactic](image)

**3.2.4 Surrogate Discovery**

In order to leverage cyber-foraging, mobile devices need to be able to locate available surrogates on which to offload computation or stage data. A sce-
nario for surrogate discovery is as follows: a mobile device needs to execute a computation-intensive task and has already decided that it will offload the task to a surrogate. The mobile device is able to locate all nearby surrogates and selects the surrogate that is the best match for the offloaded task.

The Surrogate Discovery tactics are a pre-requisite for Data Staging (Section 3.2.2) and Computation Offload (Section 3.2.1) tactics. The surrogate discovery protocol becomes the initial part of the offload process. Surrogate Discovery tactics need to be matched with a Surrogate Provisioning tactic (Section 3.2.3) that prepares the surrogate for cyber-foraging.

3.2.4.1 Local Surrogate Directory

The Local Surrogate Directory tactic can be found in six systems that maintain a list of potential surrogates on which to offload computation or stage data: Roam [20], Spectra [41], Cuckoo [62], SPADE [112], Offloading Toolkit and Service [121], and Heterogeneous Auto-Offloading Framework for Mobile Web Browsers [128].

Motivation. For mobile devices to leverage nearby surrogates they need to know where the surrogates are located; that is, they need to know their network address (i.e., surrogate IP address or URL). A simple solution is for mobile devices to maintain a list of potential surrogates with their network addresses or URLs, in addition to any information that can help the mobile device to select the best offload target in case more than one is available. The list can be static, or updated based on network conditions or offload execution data. An advantage of a local list is that it will potentially include only surrogates that are trusted by the mobile device.

Description. The Local Surrogate Directory Tactic has two parts. One part involves the Surrogate Directory UI which populates and maintains the Surrogate Directory. The other part involves the components that interact during the offload process as shown in Figure 3.16 with numbers that indicate the sequence of operations. At runtime, the Cyber-Foraging Mobile App calls the Offload Client to start the offload process. The Offload Client obtains that list of potential surrogates from the Surrogate Directory and pings each Surrogate to see if it is available for offload. The Offload Server of each available Surrogate responds to the Offload Client with any Surrogate Metadata required by the discovery protocol, such as current load or available capabilities. Based on this information and any network information available, the Offload Client selects the best surrogate for offload and starts the actual offload operation with the selected Surrogate. Optionally, the Offload Client may update the Surrogate Directory based on the availability and performance of the selected
The tactic as presented places the responsibility of surrogate identification on the mobile device user. If surrogate metadata changes or new surrogates are made available, a cyber-foraging system will not have an automated way of updating the surrogate directory.

Examples. The six systems that implement the Local Surrogate Directory tactic maintain a list of potential surrogates for offload. What varies between systems is how the list is populated and whether or not the list is updated based on network conditions or offload execution data.

- Roam [20] maintains a list of servers that can accept offloadable components along with their characteristics. These characteristics are used at runtime to determine an appropriate offload target.
• Spectra [41] keeps a list of surrogates that are willing to host computation in a configuration file. As the system executes, the status of each surrogate is updated (e.g., availability, CPU load, file cache state).

• Cuckoo [62] has a component called a Resource Manager that maintains a list of surrogates. If the surrogate has a visual display, upon loading it shows a QR code\(^3\) that is read by the mobile device and then added to the list of resources (surrogates) it can use for offload. If it does not have a visual display, the resource description file for the surrogate has to be copied to the mobile device so that it can be added to the list.

• SPADE [112] users have to associate remote computers called Cycle Providers to specific tasks that are part of a job. At runtime, the mobile device uses this list to locate cycle providers based on each of the tasks that it needs to execute. An interesting aspect of this system is that surrogates have functionality to discover other surrogates on the same network and can provide this list back to the mobile device. However, the mobile device does not have capabilities to discover surrogates on its own. Details of this system are shown as an example in Figure 3.17. A single User Interface acts as the UI for maintaining the Cycle Provider List and for starting an offload job. The Job Manager selects a Cycle Provider for each task and starts the offload for each in a separate process so that tasks can execute in parallel.

• Offloading Toolkit and Service [121] maintains a list of surrogates (service providers) that are queried at runtime for desired capabilities. Each surrogate maintains its own service registry.

• Heterogeneous Auto-Offloading Framework for Mobile Web Browsers [128] queries all potential surrogates on its list for matching required capabilities. Each matching surrogate sends back quality information (e.g., server capability and network bandwidth) and the client decides whether to offload the computation to a matching surrogate or execute locally.

3.2.4.2 Cloud Surrogate Directory

The Cloud Surrogate Directory tactic can be found in 12 systems in which the mobile device contacts a cloud server that maintains a list of potential

\[^3\text{A QR code, or Quick Response Code, is a machine-readable code consisting of an array of black and white squares that typically contains URLs or other information that can be read by the camera on a smartphone (http://www.qrcode.com/en/).}\]
surrogates on which to offload computation or stage data: Mobile Agents [5], HPC-as-a-Service [30], Collective Surrogates [48], Grid-Enhanced Mobile Devices [51], ThinAV [59], MCo [74], Resource Furnishing System [92], Cloud Personal Assistant (CPA) [93], MAPCloud [103], Large-Scale Mobile Crowd-sensing [119], Mobile Data Stream Application Framework [122], and Weblets [127].

**Motivation.** In the Local Surrogate Directory tactic (Section 3.2.4.1) the mobile device is responsible for populating and maintaining the list of surrogates on which it can offload computation. This is a rather static solution because as more surrogates become available in the environment there is no automated way of discovering these new surrogates or updating their metadata as changes occur. Maintaining the surrogate directory in the cloud has the advantage of a centralized location for surrogate registration. All surrogate metadata is populated and updated in this central repository. All the mobile device needs to know is the network address of the cloud server that manages the surrogate directory. In addition, optimal surrogate selection algorithms can run in the cloud, which is an additional offload operation that can lead to battery savings.
on the mobile device. Regarding trust, in this tactic the mobile device only needs to trust the cloud surrogate directory server assuming that the directory only contains trusted surrogates (Section 3.3.4.1).

**Description.** In the Cloud Surrogate Directory Tactic the Surrogate Directory is located in a Cloud Server. Figure 3.18 shows the main elements of the tactic with numbers that indicate the sequence of operations. The Cyber-Foraging-Enabled Mobile App starts the offload process by querying the Surrogate Directory via the Surrogate Directory Interface. This is the same interface that would be used by any program that populates and maintains the Surrogate Directory or by Surrogates that provide live data. The Surrogate Directory Interface selects the optimal surrogate from the directory based on data such as mobile device characteristics, type of offload request, surrogate availability, surrogate load, or any other data that is available in the directory or was provided by the mobile device as query parameters. The Surrogate Directory Interface then sends the Offload Client the data for the selected surrogate which includes the surrogate address. The Offload Client contacts the Offload Server of the selected Surrogate to continue the offload process.

**Constraints.** The tactic as presented requires the mobile device to know the address of the cloud server that holds the surrogate directory. The cloud server can become a single-point-of-failure if it becomes unavailable to mobile devices. In the cases that the cloud server acts as an intermediary it also becomes a potential bottleneck. Cloud servers that perform service discovery instead of simply maintaining a surrogate directory suffer from the traditional challenges of service discovery in service-oriented computing [95].

**Examples.** The 12 systems that implement the Cloud Surrogate Directory tactic maintain a list of potential surrogates on a centralized cloud server. What varies between systems is (1) the parameters that are used for surrogate selection, (2) whether the surrogate selection algorithm runs on the cloud server or the mobile device, (3) whether the surrogate directory maintains a list of surrogates or a list of services that are hosted on each surrogate, and (4) whether the cloud server returns a surrogate address or forwards the offload request to the surrogate therefore acting as an intermediary (a variation of this tactic).

- **Mobile Agents [5]:** As shown in Figure 3.19, the Execution Manager on the mobile device contacts a Cloud Directory Service to get a list of available surrogates and selects the one with the highest communication link speed with the mobile device as well as the highest computing power.

- **HPC-as-a-Service [30]:** The mobile device queries a centralized repository
of HPC (high-performance computing) services to locate a service with given characteristics.

- Collective Surrogates [48]: The mobile device contacts a Collective Manager that manages a set of surrogates (participating nodes) and uses profile and historic information to determine the specific surrogate on which the computation will be offloaded.

- Grid-Enhanced Mobile Devices [51]: Mobile devices contact the Grid Gateway which locates Grid services available on surrogates and then forwards the offload request, acting as intermediary.

- ThinAV [59]: The cloud server (ThinAV Server) submits received off-
load requests to surrogates and returns results to mobile clients when available. The ThinAV Server acts as an intermediary.

- MCo [74]: Upon receipt of computation offloading request from a mobile device, the cloud server (Master Node) searches its list of surrogates (Worker Nodes) on which computation can be offloaded. Once a Worker Node is selected the offload request is forwarded. The Master Node acts as an intermediary.

- Resource Furnishing System [92]: A Dispatching Surrogate maintains the software list of known surrogates (application servers), and selects an application server based on the contents of the request packet and application server load.

- Cloud Personal Assistant (CPA) [93]: CPA receives a set of tasks to execute from a mobile device, discovers the necessary cloud services, invokes them and then delivers the results back to the mobile device, acting as an intermediary.

- MAPCloud [103]: For each offload request (modeled as a workflow of tasks) from a mobile device, the Broker consults the registry of available surrogates and services and returns the addresses of services that can execute each task.

- Large-Scale Mobile Crowdsensing [119]: A cloud server (Application Server) consults a global registry for a list of surrogates (Cloudlets) that are located in a certain area.

- Mobile Data Stream Application Framework [122]: Mobile devices send offload requests to a cloud server (Resource Manager) which then assigns a surrogate (Application Master) to handle the request.

- Weblets [127]: A Cloud Elasticity Service (CES) allocates surrogates to offload requests based on usage information (e.g., compute power, bandwidth and storage).

**Variation: Intermediary Cloud Surrogate Directory.** The tactic as described returns the address of the selected surrogate to the mobile device, which then contacts the surrogate directly. In Grid-Enhanced Mobile Devices [51], ThinAV [59], MCo [74], Cloud Personal Assistant (CPA) [93], and Large-Scale Mobile Crowdsensing [119] the Cloud Server does not return the surrogate address to the mobile device, but rather forwards the offload request.
Figure 3.19: Mobile Agents as an Example of the Cloud Surrogate Directory Tactic

to the selected Surrogate and then returns the results to the mobile device. In this variation the Cloud Server acts as an intermediary between the Mobile Device and the Surrogate.

3.2.4.3 Surrogate Broadcast

The Surrogate Broadcast tactic can be found in five systems in which surrogates broadcast or advertise their presence to mobile devices: Scavenger [67], Real Options Analysis [35], Application Virtualization on Cloudlets [84],
VM-Based Cloudlets [108], and Slingshot [114].

**Motivation.** The Local Surrogate Directory (Section 3.2.4.1) and Cloud Surrogate Directory (Section 3.2.4.2) tactics require a directory of potential surrogates to be maintained either on the mobile device or on a cloud server, respectively. Having surrogates broadcast their availability and metadata to mobile devices removes the burden of having to maintain surrogate directories up to date. It creates a much more dynamic environment in which mobile devices can discover nearby surrogates without needing to know their addresses in advance or retrieving the addresses from a cloud server that could potentially not be available when needed.

**Description.** As shown in Figure 3.20, in the Surrogate Broadcast tactic all *Surrogates* broadcast selected metadata using a *Broadcast Component*. The numbers in the figure indicate the sequence of operations, starting with the broadcast operation as 0 to mean that it occurs in advance of the offload request. The *Cyber-Foraging-Enabled Mobile App* initiates the offload request. The *Offload Client* finds available surrogates by analyzing broadcast information which will include at least the surrogate address. The *Offload Client* then selects the optimal surrogate and starts the offload process by contacting the *Offload Server* of the selected surrogate. In addition to basic surrogate metadata such as surrogate address, the surrogate can also broadcast data retrieved from a *Capability Metadata* repository on the *Surrogate* as described in the Pre-Provisioning tactic (Section 3.2.3.1).

**Constraints.** The tactic as described requires an agreement between mobile devices and surrogates on the broadcast protocol. Regarding trust, mobile devices will require additional components to determine whether broadcast information is coming from a valid, trusted surrogate (Section 3.3.4.1).

**Examples.** The surrogates in the five systems that implement the Surrogate Broadcast tactic broadcast their availability and selected metadata to mobile devices for discovery. What varies between systems is the broadcast mechanism and the information or metadata that they broadcast.

- Scavenger [67]: Surrogates periodically broadcast their service descriptions using UDP broadcast.\(^4\) As shown in Figure 3.21, a *Presence Daemon* running on each *Surrogate* periodically packs all its service descriptions into a single UDP packet and broadcasts it onto the local subnet. An *Application* running on a mobile device uses the *Scavenger Library* to find available surrogates, select the optimal surrogate on which to offload, and finally contact the *Scavenger Front-End* of the selected surrogate.

\(^4\)UDP stands for User Datagram Protocol and is one of the core protocols of the IP suite. UDP broadcast is the broadcasting of UDP packets to an entire subnet.
Real Options Analysis [35]: As surrogates come online, they broadcast their availability and address over a broadcast channel.

Application Virtualization on Cloudlets [84] and VM-Based Cloudlets [108]: Surrogate information that includes surrogate address is broadcast using an implementation of Zeroconf.\footnote{Zeroconf stands for Zero Configuration Networking and is a set of technologies that enables automated network configuration of devices and services without the use of central services such as DNS or DHCP (\url{www.zeroconf.org}).}
- Slingshot [114]: This system uses UPnP\textsuperscript{6} to discover new surrogates in its surrounding network environment.

\textsuperscript{6}UPnP stands for Universal Plug and Play and is a set of networking protocols that enable networked devices to seamlessly discover each other’s presence on the network and establish functional network services (\url{www.upnp.org}).

Figure 3.21: Scavenger as an Example of the Surrogate Broadcast Tactic
3.3 Non-Functional Architectural Tactics for Cyber-Foraging

The non-functional architectural tactics described in this section are used in combination with the functional architectural tactics described in Section 3.2 to meet additional requirements placed on cyber-foraging systems.

3.3.1 Resource Optimization

A scenario for Resource Optimization is the following: A mobile app is enabled for cyber-foraging. Upon request for execution of computation that has been targeted for offload, the mobile app first checks if it is better from a performance and latency perspective to execute the computation locally or remotely. Given that the the network conditions between the mobile device and the surrogate are not ideal, the computation is executed locally instead of offloaded to the surrogate.

3.3.1.1 Runtime Partitioning

The Runtime Partitioning tactic can be found in the computation offload systems shown in Table 2.6 for which When to Offload is Runtime Decision. **Motivation.** In general, offloading is beneficial when large amounts of computation are needed with relatively small amounts of communication [70]. Runtime Partitioning enables mobile devices to make runtime decisions regarding the benefits of offloading. Computation is offloaded only if remote execution is better than local execution according to a defined optimization function (often called a utility function). Local execution cost typically takes into consideration the energy consumed by local execution as well as the local execution time. Remote execution cost typically considers the energy consumed by communication based on payload size and network conditions, the communication time based on payload size and network conditions, and remote execution time. If local execution cost is lower than remote execution cost then the computation is executed locally; if not, it is executed remotely (i.e., offloaded).

**Description.** Figure 3.22 shows the main components of the Runtime Partitioning tactic with numbers to indicate the sequence of operations. In addition to the components required by the Computation Offload tactic, the Runtime Partitioning tactic requires an Offload Decision Engine component that compares predicted local execution cost against predicted remote execution cost. The Offload Decision Engine uses App Metadata such as required compute...
cycles, payload size based on input and output parameters, and required energy for execution and communication. Even though the App Metadata is depicted in Figure 3.22 as an external file, this data can also reside within the code as annotations. Upon a request for execution of a computational element that is marked for offload, the Cyber-Foraging Enabled Mobile App invokes the Offload Decision Engine, passing it the necessary metadata for the Offloadable Element. In addition, although optional, the Offload Decision Engine can also make use of Environment Monitors to obtain runtime environment data such as network conditions or load of the mobile device and surrogate if these are required by the defined optimization function. It can also make use of Cost Models (e.g., an energy model for the mobile device) as input to the optimization function. Based on the results of the optimization function, the Cyber-Foraging-Enabled Mobile App invokes the local copy of the Offloadable Element or invokes the Offload Client in order to invoke the remote copy of the Offloadable Element running on the Surrogate.

Figure 3.22: Runtime Partitioning Tactic

Constraints. The Runtime Partitioning tactic assumes that there is equivalent code for the offloaded computation on both the mobile device and the
surrogate. This aspect limits the direct reusability of legacy code because a version would have to be written for the mobile device or surrogate depending on the original platform of the legacy code. In addition, the optimization function should not be a computation-intensive task because it would then cancel the benefits of cyber-foraging. Finally, data collection of app metadata to be used as optimization function parameters has to be gathered in advance using techniques such as static profiling.

**Example.** An example of how to apply the Runtime Partitioning tactic is the MACS system [65], as shown in Figure 3.23. In MACS, *Cyber-Foraging Enabled Mobile Apps* contain offloadable elements defined as *Services*. Each service has *Service Metadata* related to memory size, code size, and input/output parameter size. When the mobile app is going to execute a service, the *Performance and Context Monitor* is invoked to determine the feasibility of remote execution as well as to compare the cost of local execution of the service against the cost of remote execution. The *Performance and Context Monitor* uses a *Mobile Device Monitor* implemented as calls to the Android API to obtain available memory information, CPU load and remaining battery. It also uses a *Network Monitor* to obtain connectivity and bandwidth information. In addition, based on a pre-built *Energy Model* it calculates the energy cost of local vs. remote execution using the service metadata. If the decision is to offload, the *Offload Manager* and *Remote Execution Manager* coordinate to set up the offloaded service for remote execution.

**Dependencies.** The Runtime Partitioning tactic requires the Computation Offload tactic (Section 3.2.1) as the infrastructure for computation offload.

**Variation: User-Guided Runtime Partitioning.** The tactic as described assumes a static optimization function. However, in some systems what to optimize is determined based on user preferences or input. In the PowerSense system [82] the user can select a *Time Saver* option to minimize processing time or an *Energy Saver* option to minimize energy consumption. The ThinkAir system [64] offers four optimization options (profiles) to users: execution time only; energy consumption only; execution time and energy consumption; execution time, energy consumption and cost of cloud services. These systems have a user interface on the mobile device to set these preferences.

### 3.3.1.2 Runtime Profiling

The Runtime Profiling tactic can be found in ten systems: MAUI [26], Real Options Analysis [35], Single-Server Offloading [56], ThinkAir [64], AMCO [72], SmartVC [100], Odessa [101], IC-Cloud [111], AIOLOS [117], and Mobile Data Stream Application Framework [122].
**Motivation.** Systems that implement the Runtime Partitioning tactic (Section 3.3.1.1) require developer input or static profiling to obtain the values or models that are used in the calculation of the optimization function that determines whether code should run locally or remotely. However, models tend to be inaccurate because (1) applications are not deterministic, (2) smartphones scale the CPU’s voltage dynamically to save energy (i.e., dynamic voltage scaling), (3) energy models highly depend on hardware configuration, usage, and even the battery model of a mobile device, and (4) network quality is highly variable and often unpredictable [29]. To account for this variability and take into consideration current conditions, once the offload operation ends, or periodically, the system updates the profiling data and models that are used by the optimization functions.

**Description.** Figure 3.24 shows the main components of the Runtime Profiling tactic. The difference between the Runtime Profiling tactic and the Runtime Partitioning tactic (Section 3.3.1.1) is the data that is used in the offload decision and what happens after the offloading process ends. The *Cyber-Foraging Enabled Mobile App* invokes the *Offload Decision Engine*, passing it the necessary metadata for the *Offloadable Element*. In addition to run-
time data obtained from Environment Monitors and Cost Models, the Offload Decision Engine uses Historical Execution Data as input to the optimization function. Large differences between estimated and historic cost data might trigger the Offload Decision Engine to adjust the Cost Models. Based on the results of the optimization function, the Cyber-Foraging-Enabled Mobile App invokes the local copy of the Offloadable Element or invokes the Offload Client in order to invoke the remote copy of the Offloadable Element running on the Surrogate. After the offload process is completed, the Offload Client saves current execution data for the offloadable element such as timestamp, input parameters, energy consumption, network quality, and execution time in the Historical Execution Data repository. In addition, although optional, the Environment Monitors may store environment data periodically in the Historical Execution Data repository.

Figure 3.24: Runtime Profiling Tactic

Constraints. As in the Runtime Partitioning tactic (Section 3.3.1.1), the Runtime Profiling tactic assumes that there is equivalent code for the offloaded computation on both the mobile device and the surrogate. In addition, the cost of profiling is not negligible and can impact overall application performance
System designers need to consider the type and frequency of data to capture at runtime.

**Examples.** The ten systems that implement the Runtime Profiling tactic update the data that is used by the optimization function based on current execution data and environmental conditions. What varies between systems is the type of data that is captured and the frequency of data capture.

- **MAUI [26]:** As shown in Figure 3.25, the *Solver+Profiler* uses data from the annotated method (inputs, outputs and CPU cycles), the *Device Energy Model*, network data obtained via a *Network Monitor*, and *Past Program Execution and Network Data* to compute an energy-efficient program partition. Once an offloaded method terminates, the *Client Proxy* updates the *Past Program Execution and Network Data* to better predict whether future invocations of the method should be offloaded.

- **Real Options Analysis [35]:** The system maintains a list of accessible servers and estimates the network delay to each of them using the default routing. Once offload completes, the network traffic model is updated.

- **Single-Server Offloading [56]:** Remote execution time is calculated for the first execution as communication time plus remote computation time. The latter is sent back from the surrogate as part of the results. From the second execution on, the model predicts local and remote execution time and offloads only if remote execution time is less than local execution time. The system updates the execution time parameters from actual computation results only if the difference between predicted and actual execution times (local and remote) is greater than an established threshold.

- **ThinkAir [64]:** When a method is encountered for the first time, the decision to offload is based only on environmental parameters such as network quality. From that point on, the profilers start collecting execution and energy consumption data for that method. If the method is invoked again, the decision to offload is based on the method’s past execution times and energy consumed.

- **AMCO [72]:** Based on a feedback-loop mechanism, energy consumption data is updated after the execution of code portions marked as “energy hotspots” and used in the calculation of future energy consumption which drives offload decisions.
- SmartVC [100]: The system records the execution time and power consumption for each method as historical data to better inform future offloading decisions.

- Odessa [101]: The system’s decision engine uses the recent history of network measurements to determine if offloading or increasing the level of parallelism will improve performance.

- IC-Cloud [111]: The system uses signal strength and historical information of network states to obtain a coarse-grained estimation of network access quality that influences the offload decision.

- AIOLOS [117]: The system updates the surrogate and network state data used by the estimation model after every offload operation.

- Mobile Data Stream Application Framework [122]: The profiler on the mobile device measures the device’s characteristics at startup and continuously monitors its CPU workload and wireless network bandwidth. If any of the parameters varies by a value exceeding an established threshold, a new partitioning is generated for the application.

**Dependencies.** The Runtime Profiling tactic requires the Runtime Partitioning tactic (Section 3.3.1.1) to enable the system to make a runtime decision on whether or not to offload computation. It also requires the Computation Offload tactic (Section 3.2.1) to establish the infrastructure for computation offload.

### 3.3.1.3 Resource-Adapted Computation

The Resource-Adapted Computation tactic can be found in the Cuckoo system [62]. Cuckoo has elements that enable it to use different versions of offloadable elements to match the resource characteristics of mobile devices and surrogates, depending on whether code executes locally or remotely.

**Motivation.** In the Runtime Partitioning tactic (Section 3.3.1.1) a decision is made at runtime to execute code locally or remotely depending on an optimization function. In this tactic the local and remote code are identical. Even though this makes development and versioning easier, computation ends up being limited to what can execute on the mobile device, which will always lag behind static elements such as surrogates in terms of compute resources (power, CPU, memory, storage) [107]. Resource-Adapted Computation enables cyber-foraging systems to fully take advantage of the computing power of surrogates by adapting the computation to the resource on which it will be
executing. In an image processing scenario, the object recognition algorithm that runs on the surrogate can be much more computation-intensive than the one that runs on the mobile device and can therefore deliver a much more precise result.

**Description.** Figure 3.26 shows a simplified representation of the Runtime Partitioning tactic (Section 3.3.1.1) with additional elements that describe the Resource-Adapted Computation tactic. At runtime, the Offload Decision Engine calculates the optimization function for the Offloadable Element. If the decision is to execute locally, the Cyber-Foraging Enabled Mobile App executes the Offloadable Element (Mobile Version) that is adapted to the resource characteristics of the mobile device. However, if the decision is to execute remotely, the Offloadable Element (Surrogate Version) is executed to take advantage of the more powerful resources of the Surrogate.

**Constraints.** The Resource-Adapted Computation tactic requires developing, profiling and maintaining different versions of offloadable elements.

**Example.** Cuckoo [62] is an example of a system that implements the Resource-Adapted Computation tactic. The Cuckoo Framework generates an implementation of the same interface for a local and a remote service. Initially, the
remote implementation will contain dummy method implementations, which the developer has to replace with real method implementations that can be executed at the remote location. The real methods can be identical to the local service implementation, but may also be completely different, because the remote implementation can run a different algorithm, use a different library, or take advantage of parallelization on the more powerful surrogate. Figure 3.27 shows the Cuckoo system at runtime with numbers to indicate the sequence of operations. The Cuckoo Framework intercepts all service calls. It then uses the Cuckoo Resource Manager to decide whether to execute the local or the remote implementation of the service. In the current implementation it will execute the remote implementation if a surrogate is available (details of how it locates surrogates are in Section 3.2.4.1. If a surrogate (Cuckoo Server) is not available, the Local Service Implementation is executed. If a surrogate is available, it uses the Ibis Middleware to invoke the Remote Service Implementation.

Dependencies. The Resource-Adapted Computation tactic requires the Runtime Partitioning tactic (Section 3.3.1.1) to enable the system to make a runtime decision on whether or not to offload computation. It also requires the Computation Offload tactic (Section 3.2.1) to establish the infrastructure for computation offload.

Figure 3.26: Resource-Adapted Computation
Figure 3.27: Cuckoo as an Example of the Resource-Adapted Computation Tactic

**Variation: Resource-Adapted Input.** A variation of this tactic is for the Offloadable Element (Mobile Version) and the Offloadable Element (Surrogate Version) to be identical, but what varies is the input parameters. The enabler is that different input parameters will lead to different resource consumption. PowerSense [82] is an image processing system for dengue detection that implements this variation of the tactic. PowerSense uses the same algorithm (implementation) locally and remotely for image processing, but uses images of lower resolution if processed locally and higher resolution if processed remotely because processing these higher quality images requires greater computing power.

### 3.3.2 Fault Tolerance

A scenario for Fault Tolerance is the following: A mobile app is enabled for cyber-foraging and is leveraging a surrogate for computation offload. During
3.3.2.1 Local Fallback

The Local Fallback tactic can be found in the MAUI [26] and ThinkAir [64] systems. These systems have elements that enable them to use the local copy of the offloadable computation in case the connectivity to the surrogate is lost. **Motivation.** Due to movement of a mobile device to an area with no connectivity to the surrogate, problems with network quality, or service disruption, the mobile device may lose connectivity to the surrogate during the computation offload or data staging process. The **Local Fallback** tactic enables the cyber-foraging enabled mobile app to detect loss of connectivity and revert to local execution of the offloaded element. **Description.** Figure 3.28 is an extension of the Computation Offload tactic (Section 3.2.1) marked with numbers that indicate the sequence of operations that trigger the local fallback. The *Cyber-Foraging Enabled Mobile App* starts the computation offload process by contacting the *Offload Client* which in turn contacts the *Offload Server* that sets up the *Offloaded Code* on the *Surrogate*. Upon completion of the setup process the *Cyber-Foraging Enabled Mobile App* starts execution of the *Offloaded Code* on the *Surrogate*. During execution the *Cyber-Foraging Enabled Mobile App* detects a timeout in the communication with the *Surrogate* (or a network monitor detects loss of connectivity). At this point the *Cyber-Foraging Enabled Mobile App* executes the local version of the offloaded code. **Constraints.** The Local Fallback tactic assumes that there is equivalent code for the offloaded computation on both the mobile device and the surrogate. Because disconnection may happen at any point in the offload process, this tactic is best fit for stateless request-response operations that can be restarted on the mobile device if the operation fails. For stateful operations, program state has to be synchronized between the local and remote versions of the computation. In cases of data staging, results would need to be cached locally until connectivity is available and would have to use local data that can potentially be out-of-date. For systems that implement the Just-In-Time Containers tactic (Section 3.3.3.1) with the Local Fallback tactic, these systems would require a component or a periodic clean-up process that destroys containers that are not being used in order to reduce the load on the surrogate. **Examples.** The following two examples illustrate the Local Fallback tactic:
• MAUI [26]: MAUI detects failures using a simple timeout feature that returns control back to the mobile device. If a disconnect occurs, MAUI resumes running the method on the local smartphone. After every offload operation, MAUI returns program state as part of the results, which is applied to the local computation so that state is synchronized between the local and remote computation. Figure 3.29 is based on Figure 3.25 to reflect what occurs in the MAUI system after the remote execution decision has been made. The App starts the offload process by invoking the Client Proxy which invokes the Server Proxy that invokes the remote method. When the Client Proxy detects a timeout, it invokes the local method.

• ThinkAir [64]: If the connection fails for any reason during remote execution, the framework falls back to local execution, discarding any data
collected by the profiler. There is no need to synchronize state because an offload request includes the computation itself along with its state and parameters.

Dependencies. The Local Fallback tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the actual computation offload or data staging process.

3.3.2.2 Opportunistic Mobile-Surrogate Data Synchronization

The Opportunistic Mobile-Surrogate Data Synchronization tactic for fault tolerance is not present in any of the cyber-foraging systems in the primary studies. However, the Collaborative Applications [16] and Virtual Phone [55] systems could easily implement this tactic.

Motivation. Data-reliant cyber-foraging systems, as their name indicates, rely on stored data to fulfill their operations. As in the Local Fallback tactic (Section 3.3.2.1), the mobile device may lose connectivity to the surrogate during the computation offload or data staging process. The Opportunistic Mobile-Surrogate Data Synchronization tactic keeps data synchronized during
periods of connection such that the system can continue operating in periods of disconnection.

**Description.** Figure 3.30 shows the main elements of the tactic. The data synchronization process can be triggered by the *Cyber-Foraging Enabled Mobile App* right before computation offload by synchronously invoking the *Data Synchronization Client* that ensures that *App Data* is synchronized. It can also be started by the *Data Synchronization Client* asynchronously according to pre-defined *Data Synchronization Policies* that determine an optimal time for synchronization such as periodic synchronization, optimal bandwidth, or detection of re-connection.

Figure 3.30: Opportunistic Mobile-Surrogate Data Synchronization
**Constraints.** Systems that implement this tactic need to be aware of the energy consumption on the mobile device for keeping data synchronized. Also, while disconnected, it is possible that data may not be up-to-date, which may lead to incorrect results for applications that operate on time-sensitive data. Finally, like in any distributed data system, conflict resolution between systems that update data simultaneously is challenging.

**Examples.** As mentioned earlier, there are no systems in the primary studies that implement the Opportunistic Mobile-Surrogate Data Synchronization tactic for fault tolerance as described, but the principle of using distributed storage is the same: to opportunistically keep data/state synchronized without placing the responsibility on the actual applications. The Collaborative Applications [16] and Virtual Phone [55] are computation offload systems that use FUSE for state synchronization between the mobile device and the surrogate to guarantee fidelity of results, meaning that the local and remote computation produce identical results because they are operating on the same state.

**Dependencies.** The Opportunistic Mobile-Surrogate Data Synchronization tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.

**Variation: Opportunistic Surrogate-Cloud Data Synchronization.** The principles of the Opportunistic Mobile-Surrogate Data Synchronization technique can also be applied to handle disconnection between the surrogate and the cloud, especially for data staging systems. Opportunistic Surrogate-Cloud Data Synchronization enables a system to continue operating in the event of disconnection between the surrogate and the cloud and to synchronize data when reconnection occurs. To support this tactic, the Data Synchro- 

**nization Client** runs on the **Surrogate** and the **Data Synchronization Server** runs in the cloud. The Trusted and Unmanaged Data Staging Surrogates [42] is a data staging system that implements this tactic. It uses a distributed filesystem based on Coda\(^7\) between the surrogate and the cloud that supports disconnected operations to maintain data opportunistically synchronized such that it is available on the surrogate when needed. In Figure 3.6 the **Staging Server** includes a **Coda Client** and the **File Server** includes a Coda Server.

---

\(^7\)Coda is an advanced networked filesystem that supports disconnected operations. More information is available at [http://www.coda.cs.cmu.edu/](http://www.coda.cs.cmu.edu/)
3.3.2.3 Cached Results

The Cached Results tactic can be found in the Mobile Agents [5], 3DMA [39], Grid-Enhanced Mobile Devices [51], CPA [93], and Sonora [120] systems. These systems contain elements that enable them to cache results on the surrogate that can be delivered to, or retrieved by a mobile device after a disconnection.

**Motivation.** Offload requests from mobile devices are not always as simple as request-response interactions. Some requests may take a long time to execute or may rely on data that has been gathered and maintained over time. In the case of disconnection between a mobile device and a surrogate during an offload operation, restarting the offload request or losing data is not desired. The Cached Results tactic enables a system to cache results and state on a surrogate until the mobile device is able to reconnect.

**Description.** Figure 3.31 shows the main elements of the Cached Results tactic with numbers that indicate the sequence of operations. Steps 1 through 4 describe the basic computation offload process. Starting at Step 5, the Offloaded Code on the Surrogate executes the offloaded operation and tries to send the results back to the Cyber-Foraging Enabled Mobile App. However, it detects that the mobile device is disconnected and therefore saves the results in the Results Cache along with information that associates the results with a particular mobile client/user. When the Mobile Client reconnects to the Offloaded Code on the Surrogate, the Offloaded Code retrieves the results from the Results Cache and send them back to the Cyber-Foraging Enabled Mobile App. Detecting disconnection could be implemented using assured delivery mechanisms that require receipt acknowledgment, or an external component that detects when a mobile device has been disconnected. In systems that always go through the Offload Client and the Offload Server for interaction, the disconnection detection mechanism and the interaction with the Results Cache would be the responsibility of the Offload Server. As another option, using message-oriented middleware for communications would enable the results to be delivered automatically to the Mobile Client upon reconnection without requiring a Results Cache.

**Constraints.** The tactic as described is best fit for asynchronous interactions between mobile devices and surrogates or applications that are not time-sensitive or require immediate results. In addition, the tactic requires a mechanism for detecting disconnection from mobile devices.

**Examples.** The following systems implement the Cached Results tactic:

- Grid-Enhanced Mobile Devices [51]: An example of how this system implements the tactic is shown in Figure 3.32 with numbers to indicate
sequence of operations. The User Interface starts the offload process by invoking the Connection Manager with the task to be offloaded. The Connection Manager contacts the Grid Gateway Adapter on the Surrogate which locates a Grid Service that can execute the task. Periodically, the Connection Manager sends a keep-alive message to the Grid Gateway Adapter. If the mobile device fails to send a keep-alive message, after a certain period the Grid Gateway Adapter assumes that the mobile device has disconnected, whether voluntarily or involuntarily, and informs the Device Monitor to update the device status as disconnected.
When the results from the Grid Service come back, the Grid Gateway Adapter first checks the device status. If it is disconnected, it saves the results in the Cache. When the mobile device is re-connected, the Grid Gateway Adapter gets the results from the Cache and sends them back to the mobile device.

- Mobile Agents [5]: Offloadable elements in the form of autonomous mobile agents are migrated from a mobile device to a surrogate for asynchronous execution. The mobile agent platform (JADE) handles the migration back to the client once execution is completed and the mobile device is available.

- 3DMA [39]: The middleware used in the 3DMA system uses the concept of spaces to enable asynchronous communication and message buffering. Offload requests from mobile devices are placed in a space, are processed on the surrogate, and results are placed in the same space. When a device becomes disconnected, it waits until a connection is restored, and then reads all available messages (results) from the space.

- CPA [93]: Offload requests are sent to the Cloud Personal Assistant component on the surrogate. The request is added as a user task, the task executes, and the status and result data are added as task information. If the mobile device is disconnected, the user can later log in to the system to check task status and results.

- Sonora [120]: Sonora uses a construct called a sync stream that buffers data during disconnections and resumes normal operation upon reconnection. Connectivity interruptions can either be handled transparently or a mobile app may decide to be notified when disconnections occur.

**Dependencies.** The Cached Results tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.

**Variation: Client-Side Data Caching.** The tactic as described caches results on the surrogate and sends them to mobile clients upon request or reconnection. A variation of this tactic that is useful for data staging systems that implement the Out-Bound-Pre-Processing (Section 3.2.2.3) is to cache collected data on the mobile device and send it to the surrogate upon reconnection, as shown in Figure 3.33. The Feel the World system [98] is an example
of this variation that collects sensor data that can be aggregated and/or transformed locally on the mobile client and uploaded to the surrogate in real-time if the connection is available, or at a later moment if it is unavailable.

### 3.3.2.4 Alternate Communications

The Alternate Communications tactic is present in the Edge Proxy system [6]. The system enables a user to be notified when web pages of interest change (Section 3.2.2.2 contains system details).

**Motivation.** Cyber-foraging systems typically leverage single-hop, higher bandwidth communication mechanisms such as WiFi or short-range radio instead of broadband wireless (e.g., 3G/4G) because of the potential for energy savings and faster response time (Section 2.5.2.1). However, these mechanisms require the mobile device to be in proximity of the surrogate. The Alternate
Communications tactic enables the system to switch to an alternate, potentially less energy-efficient communications mechanism, to continue serving the mobile user in spite of disconnection (even if in a degraded mode due to less amount of information or less timely responses).

**Description.** Figure 3.34 shows the main elements of the Alternate Communications tactic with number to indicate the sequence of operations. Steps 1 to 11 correspond to the basic offload process using the Default Communications Manager. In this tactic the interaction between the Cyber-Foraging Enabled Mobile App and the Offloaded Code happens through the Offload Client and the Offload Server. When the Offload Server is ready to send the results back to the mobile device it detects that it is disconnected. Therefore, the
results are delivered to the mobile device using the *Alternate Communications Manager*.

**Figure 3.34: Alternate Communications**

**Constraints.** The Alternate Communications tactic as described assumes that the mobile device is enabled to use the alternate communication mechanism. In addition, depending on the type of interaction between the surrogate and the mobile device (i.e., responding to a single offload request or sending data periodically to the mobile device), the surrogate would require a mechanism to determine when connectivity has been restored so it can go back to the default communications mechanism.

**Example.** Edge Proxy [6] is a data staging system that implements the Alternate Communications tactic. The system enables a user to be notified when web pages of interest change (Section 3.2.2.2 contains system details). Steps 1 to 4 in Figure 3.35 show the registration process using the *WiFi Manager*. When the *Edge Proxy* is ready to send web page changes to the *Mobile Device* and detects that it is disconnected, it leverages the existing Short Message Service (SMS) infrastructure that most wireless carriers provide. It creates a single SMS message with two parts and sends it using the *SMS Manager*. The first part contains control information which includes the number of updates.
and the size of the download. The second part is an update summary that includes a list of the pages that have changed, and if particular values were being monitored, the changes that occurred. The Mobile Proxy intercepts the SMS message, extracts the control information, and passes the update summary back to the SMS Manager for delivery to the user via the SMS Client. The Mobile Proxy uses the control information to make a decision on how to acquire the updates. Because the user receives an update summary, it may be the case that the information of interest is already there and therefore there is no immediate need to reconnect.

Figure 3.35: Edge Proxy as an Example of the Alternate Communications Tactic

**Dependencies.** The Alternate Communications tactic requires a Surrogate...
Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.

3.3.2.5 Eager Migration

The Eager Migration tactic is present in the Offloading Toolkit and Service system [121]. This system has elements that enable the surrogate to migrate the offloaded computation to another connected surrogate when it detects that it might not be able to continue serving the mobile device that generated the offload request.

**Motivation.** Due to mobile device mobility or decrease in the quality of the communications channel between the mobile device and the surrogate, the mobile device might lose connectivity to the surrogate. The Local Fallback (Section 3.3.2.1), Cached Results (Section 3.3.2.3), and Alternate Communications (Section 3.3.2.4) tactics for fault tolerance are reactive; that is, they perform a corrective action after the disconnection is detected. The Eager Migration tactic takes a more proactive approach and migrates the offloaded computation to a connected surrogate before it becomes disconnected from the mobile device so that it can continue supporting the offload or data staging operations.

**Description.** Figure 3.36 shows the main elements of the Eager Migration tactic with numbers to indicate the sequence of operations. Steps 1 to 4 are part of the basic offload process from the *Mobile Client* to the *Source Surrogate*. Periodically, the *Offload Client* sends connection information to the *Offload Server* that it uses to determine if there is a potential for disconnection. This information could be location, signal strength, or available bandwidth. An alternative is for the *Offload Server* to obtain this information periodically using a network monitor. Once the *Offload Server* determines that there is a potential for disconnection, it starts the migration process by contacting the *Offload Server* of the *Target Surrogate* to migrate the offloaded code. It may be the case that there is more than one *Target Surrogate* available, in which case the *Offload Server* would have to select one based on a defined optimization function such as connection bandwidth, load, or available resources on the target. Depending on the granularity of the offloaded code (Section 2.5.1.3) and whether state needs to be transferred or not, the migration process can range from changing the endpoint for communication to migrating just the offloaded code to migrating the full container. Once the migration is complete, the *Offload Server* informs the *Offload Client* to connect to the *Target Surrogate*. 
Optionally, the Offload Server may need to clean up the offload process by for example stopping running instances, deleting state files, or terminating VMs. The Target Surrogate takes over the execution entirely. The interaction between the Cyber-Foraging Mobile App and the Source Surrogate finishes. The results from invoking the Offloaded Code will come from the Target Surrogate and any new interactions will be with the Target Surrogate.

**Constraints.** The tactic as described requires the source and target surrogates to be connected. The impact on the user experience will highly depend on the bandwidth between surrogates. In addition, the system has to be able to obtain any parameters for the algorithm that determine potential disconnection such as the distance and communications quality between the mobile device and both the source and target surrogate.

**Example.** The Offloading Toolkit and Service [121] system implements the Eager Migration technique as shown in Figure 3.37. If the communication between the Surrogate (Source) and the Mobile Handheld deteriorates based on reaching an established threshold for connection quality, the execution of the offloaded Classes is terminated on the Source Surrogate and migrated from the Source Surrogate to a Connected Target Surrogate. The migration consists of serializing and sending the Classes from the JVM on the Source Surrogate to the JVM on the Connected Target Surrogate where they are deserialized and loaded.

**Dependencies.** The Eager Migration tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.

**Variation: Lazy Migration.** In Eager Migration the offloaded computation fully moves from a Source Surrogate to a Target Surrogate and the Mobile Client continues its interaction with the Target Surrogate. In Lazy Migration, the execution of the offloaded computation remains on the Source Surrogate but the interaction with the Mobile Client is handed off to the Target Surrogate. This means that all interaction between the Mobile Client and the Source Surrogate goes through the Target Surrogate that acts as an intermediary. This tactic is not present in any of the systems but was considered as an alternative for the Offloading Toolkit and Service [121] system. It was not selected because of the high bandwidth between surrogates that enabled the system to perform a fast full migration.
Figure 3.36: Eager Migration
Figure 3.37: Offloading Toolkit and Service as an Example of the Eager Migration Tactic
3.3.3 Scalability/Elasticity

A scenario for Scalability/Elasticity is the following: A mobile app is enabled for cyber-foraging and is leveraging a surrogate for computation offload that is also being leveraged by other mobile apps on other mobile devices. The surrogate is able to optimize computing resources either locally or by leveraging other connected surrogates so that multiple mobile devices can be supported with the goal of minimal effect on user experience due to surrogate load.

3.3.3.1 Just-in-Time Containers

The Just-In-Time Containers tactic is present in the Grid-Enhanced Mobile Devices [51] and VM-Based Cloudlets [108] systems.

**Motivation.** In an operational cyber-foraging scenario a single surrogate may support multiple mobile users. To decrease the load on a surrogate, and therefore support a greater number of offload requests, the Just-in-Time Containers tactic creates a container and/or an instance of the offloaded code upon receipt of an offload request and then destroys the instance of the offloaded code when the offload request is completed.

**Description.** Figure 3.38 contains the main elements of the Just-In-Time Containers tactic with numbers to indicate the sequence of operations. The Cyber-Foraging Enabled Mobile App starts the offload process by invoking the Offload Client. When the Offload Server on the Surrogate receives the offload request, it creates and starts an instance of the Offloaded Code inside the Container. The Cyber-Foraging Enabled Mobile App interacts with the Offloaded Code until it finishes the offload request or closes. At this time the Cyber-Foraging Enabled Mobile App ends the offload process by invoking the Offload Client. When the Offload Server receives the request to end the offload process it destroys the instance of the Offloaded Code, thereby releasing the resources that were allocated to it.

**Constraints.** The tactic as described has a greater startup time than a tactic in which the offloaded code is already running because it has to set up the container, which is the execution environment for the offloaded code.

**Examples.** In the Grid-Enhanced Mobile Devices [51] system a Deputy Object is created for each offload request (task) from a mobile device in the Grid Gateway. When the task is completed and the mobile device terminates the connection to the Grid Gateway, resources on the surrogate are released and the Deputy Object is destroyed. The Grid Gateway has a gateway capacity that measures its load. Offload requests are granted by the Grid Gateway only if load values are below the gateway capacity. If not, offload requests
Figure 3.38: Just-In-Time Containers

have to wait until resources are released. In the VM-Based Cloudlets system [108] shown in Figure 3.39, offloaded computation is prepared for execution on a Cloudlet using a technique called VM Synthesis (details are provided in Section 3.2.3.2). The KCM Client starts the offload process. The KCM Server creates and installs the synthesized VM inside the VM Manager and informs the KCM Client that the VM is ready for execution. The KCM Client starts a VNC Client that is used to interact with the Launch VM. When the VNC Client closes, the KCM Client ends the offload process by invoking the KCM Server, which terminates the Launch VM. The term used by the authors to describe the approach is transient customization of cloudlet infrastructure using hardware VM technology.

Dependencies. The Just-In Time Containers tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.
Figure 3.39: VM-Based Cloudlets as an Example of the Just-In-Time Containers Tactic

3.3.3.2 Right-Sized Containers

The Right-Sized Containers tactic is present in the ThinkAir system [64]. This system has elements that create execution containers that are of the appropriate size for the offloaded computation in order to optimize resource usage on the surrogate.

**Motivation.** In an operational cyber-foraging scenario, a single surrogate may support multiple mobile users. However, not all mobile users are offloading the same computation. Some users may be executing a small task that does not require a large quantity of surrogate resources while others may be executing very computation-intensive tasks that require much more resources.
To optimize resources on a surrogate, and therefore support a greater number of offload requests, the Right-Sized Containers tactic creates a container for the offloaded code that is of the smallest size possible in order to run the offloaded computation, based on computation requirements metadata related to the offloaded code.

**Description.** Figure 3.40 shows the main elements of the Right-Sized Containers tactic. The Cyber-Foraging Enabled Mobile App starts the offload process by invoking the Offload Client with Offloaded Code Metadata that indicates the computing requirements for the Offloaded Code. In the case of pre-provisioned surrogates (Section 3.2.3.1) the Offloaded Code Metadata could reside on the Surrogate. Based on the metadata received from the Offload Client, the Offload Server obtains a container from the Container Repository that best matches the metadata, meaning that the resources that are required from the Surrogate are sufficient to execute the Offloaded Code. The Offload Server then starts the container and sets up the Offloaded Code so that it is ready for execution from the Cyber-Foraging Enabled Mobile App.

**Constraints.** The tactic as described requires a surrogate to maintain different container configurations. In addition, similar to the Just-In-Time Containers tactic (Section 3.3.3.1), it has a greater startup time than a tactic in which the offloaded code is already running because it has to set up the right container as the execution environment for the offloaded code.

**Example.** The ThinkAir system [64] implements the Right-Sized Containers tactic, as shown in Figure 3.41. When a surrogate (Application Server) receives an offload request, the ThinkAir Framework on the Application Server determines the configuration of the VM (or VMs) to allocate for the task based on App Requirements in the offload request that indicate the need for extra computing power (the system has six VM configurations which differ in terms of CPU and memory). The ThinkAir Framework starts the selected VM configuration and sets up the offloaded code (Code and Data) in the VM.

**Dependencies.** The Right-Sized Containers tactic requires a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process.

**Variation: Dynamically-Sized Containers.** The ThinkAir system [64] also implements this tactic. If an error occurs at runtime that would indicate that the VM does not have the necessary computing power for the task, such as an OutOfMemoryError error, the Client Handler starts a more powerful VM and moves the offload request to the newly started VM.
**3.3.3.3 Surrogate Load Balancing**

The Surrogate Load Balancing tactic is present in the The Cloud Operating System to Support Multi-Server Offloading [56].

**Motivation.** In an operational cyber-foraging scenario the relationship between mobile devices and surrogates may be many-to-many, meaning that multiple mobile devices may be leveraging multiple surrogates for computation offload and data staging. The Surrogate Load Balancing tactic enables surrogates to send offloaded computation or data to other less-loaded, connected surrogates in order to provide a better user experience to all mobile devices.

**Description.** The Surrogate Load Balancing tactic uses the same computa-
tion migration techniques as the Eager Migration tactic (Section 3.3.2.5) but for a different purpose (scalability/elasticity instead of fault tolerance). Figure 3.42 shows the main elements of the tactic with numbers that indicate the sequence of operations. Steps 1 to 4 are part of the basic offload process from the Mobile Client to the Source Surrogate. During the execution of the Offloaded Code, the Load Monitor informs the Offload Server that the Surrogate has reached its load threshold. The Offload Server then migrates one or more instances of Offloaded Code to a Target Surrogate. It may be the case that there is more than one connected Target Surrogate available, in which case the Offload Server would have to select one based on a defined optimization function which should balance the load among all connected surrogates, but may
also include connection bandwidth or available resources on the Target Surrogate. Depending on the granularity of the offloaded code (Section 2.5.1.3) and whether state needs to be transferred or not, the migration process can range from changing the endpoint for communication to migrating just the offloaded code (application-level migration) to migrating the full container (container-level migration). Once the migration is complete, the Offload Server informs the Offload Client to connect to the Target Surrogate. The Offload Server terminates the instance of the Offloaded Code by stopping running instances, deleting state files, or terminating VMs in order to reduce the load on the Source Surrogate. The Target Surrogate takes over the execution entirely. The interaction between the Cyber-Foraging Mobile App and the Source Surrogate finishes. The results from invoking the Offloaded Code will come from the Target Surrogate and any new interactions will be with the Target Surrogate.

**Constraints.** The tactic as described requires the source and target surrogates to be connected. The impact on the user experience will highly depend on the bandwidth between surrogates. The source surrogate requires a mechanism to access the load level of all connected surrogates in order to migrate computation to the less-loaded one and keep the load on all the surrogates balanced.

**Example.** The Cloud Operating System to Support Multi-Server Offloading (COS) system [56] implements this tactic. Surrogates in COS are not connected to the enterprise but to other surrogates to load balance. As shown in Figure 3.43, application modules are implemented as SALSA Actors that are self-contained and therefore can easily migrate between a Source Node and a Target Node (application-level migration). The Target Node is selected based on resource availability, communication cost with other actors, and the cost for migration. Because migrating actors is similar to performing a split (removing an actor from a VM on a Source Node) and merge (adding an actor to a VM on a Target Node) operation, COS refers to this aspect of the system as VM malleability. The system also has a COS Manager that is connected to all Node Managers and is contacted during the Identify Target Surrogate operation (Step 6 in Figure 3.43). The COS Manager can run on any COS node or in a separate node. When the Source Node reaches a load threshold, the Node Manager informs the COS Manager, which determines the optimal Target Node and then prepares the Target Node for migration.

**Dependencies.** Even though the Surrogate Load Balancing tactic does not require any other tactic in order to be implemented, it only makes sense if combined with a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the com-
putation offload or data staging process. The Surrogate Load Balancing tactic then provides scalability to a computation offload or data staging system.

3.3.4 Security

As stated in the main findings from the primary studies (Section 2.6), there is very little discussion of system-level concerns that have to be addressed when
moving from experimental prototypes to operational systems. One of these system-level concerns is security.

A scenario for Security is the following: A mobile app is enabled for cyber-foraging and is in the process of discovering a surrogate for computation offload. User and surrogate credentials are exchanged and validated before the offload process so that the mobile app and surrogate can interact according to agreed security policies.
3.3.4.1 Trusted Surrogates

**Motivation.** When a mobile device discovers a surrogate it expects a trustworthy surrogate execution environment, meaning that once an offload operation starts, code and data are not maliciously modified or stolen and that it provides trustful services. In the same way, a surrogate expects that a mobile device is a valid client and that it will not offload malicious code or use it as a vehicle to other code and data offloaded by other mobile devices. The Trusted Surrogate tactic adds this trust element to the interaction between a mobile device and a surrogate.

**Description.** As mentioned earlier, there is not much discussion about security or trust in the primary studies. An approach that is shown in some of the primary studies is to own the surrogate. Roam [20] assumes that a user would only offload applications among his/her personal devices such as cell phones, PDAs, and home PCs. Collaborative Applications [16] and SPADE [112] offload only to personal trusted servers such as a home server. The Grid-Enhanced Mobile Devices system [51] assumes a pre-existing trust relationship between mobile devices, the Grid Gateway that serves as an intermediary between the mobile device and the surrogates, and the surrogates (Grid Service Providers). In the proposed implementation, the mobile user uses his own desktop as the Grid Gateway and all Grid Service Providers are owned by the user’s organization.

Another hardware-based approach that is suggested for establishing trust, but not implemented in any of the primary studies, is to use an on-board secure hardware component such as Trusted Platform Module (TPM). TPM is a device/chip that has a unique and secret RSA key that is burned into it when it is produced.\(^8\) Collaborative Applications [16], Virtual Phone [55] and VM-Based Cloudlets [108] suggest the use of TPM for stronger levels of trust. In the Collective Surrogates system [48] only the trusted Collective Manager that serves as the broker between mobile devices and surrogates has direct access to the VM running on a surrogate (Participating Node). This system exploits the isolation provided by VM technology for safely running arbitrary code provided by mobile devices. However, the system assumes a trust relationship between mobile device and the Collective Manager.

While a password- or hardware-based approach is useful for some scenarios, it is not appropriate in more dynamic scenarios in which mobile devices discover nearby surrogates that are not owned by the owner of the mobile device (Section 3.2.4.3). These scenarios require more dynamic ways of establish-

---

\(^8\)The ISO/IEC 11889 specification for TPM is available at [http://standards.iso.org/itu/t/PubliclyAvailableStandards/index.html](http://standards.iso.org/itu/t/PubliclyAvailableStandards/index.html)
ing trust between mobile devices and surrogates, such as a third-party, online trusted authority that validates credentials or a certificate authority that provides certificates and keys for authentication, to determine if data or code has been tampered with, or even encryption (as an example, the Virtual Phone system [55] has a fully-encrypted filesystem on the surrogate to ensure that data is not accessible by surrogate owners or other virtual machines running on the surrogate).

**Constraints.** Each of the approaches listed above has constraints related to how the trust relationship is established. Password-based approaches such as those employed by systems in which surrogates are owned by the mobile device user require users to be registered on the surrogate. Hardware-based approaches such as TPM require surrogates to have TPM chips on them. Systems that rely on third parties have to be connected to online authorities or require certificates and keys to be obtained from a central certificate authority.

**Example.** The only system that implements a trust solution that uses a third-party trusted authority is the Trusted and Unmanaged Data Staging Surrogates system [42]. This system was used as an example for the Pre-Fetching tactic in Figure 3.6. A subset of this figure with detail related to the trust components is presented in Figure 3.44 with numbers to indicate the sequence of operations. The user’s idle Desktop serves as the trusted third party that sits in between the Server and the Surrogate. When the File Client requests a file, the Client Proxy communicates with the Data Pump that runs on the Desktop to obtain the key and hash for the requested data file. The Data Pump retrieves the data file from the File Server and encrypts it before sending it to the Surrogate for staging it in the Cache. It then sends the Client Proxy the key and hash for the file so it can be compared it to the hash of the file that is retrieved from the Surrogate to determine if the file has been tampered with.

**Dependencies.** Even though the Trusted Surrogate tactic does not require any other tactic in order to be implemented, it only makes sense if combined with a Surrogate Provisioning tactic (Section 3.2.3) to enable the surrogate for computation offload or data staging, and a Computation Offload tactic (Section 3.2.1) or Data Staging tactic (Section 3.2.2) to enable the computation offload or data staging process. The Trusted Surrogate tactic then provides a trusted environment for computation offload or data staging.
3.4 Summary and Conclusions

This chapter presented a set of architectural tactics for cyber-foraging, derived from the architectural design decisions in the primary studies identified in the SLR described in Chapter 2. Common design decisions present in the cyber-foraging systems were codified into architectural tactics for cyber-foraging, and then grouped into functional and non-functional tactics.

Functional tactics provide the basic cyber-foraging operations. The primary studies show that at a minimum a cyber-foraging system implements (1) a tactic for computation offload and/or data staging, (2) a tactic for surrogate provisioning, and (3) a tactic for surrogate discovery.

Non-functional tactics are combined with the functional tactics to support required system qualities. We identified tactics for resource optimization, fault tolerance, scalability/elasticity, and security. Even though the latter is a key system quality to guarantee in a cyber-foraging system, especially in situations in which mobile devices discover available surrogates in the environment, there was minimal reference to security and trust in the primary studies. There are...
also other system qualities, such as ease of deployment and reliability, that are not considered by the studied cyber-foraging systems, yet are key for the deployment of operational cyber-foraging systems. We see these gaps as an opportunity for research and development.

The goal of the tactics is to serve as a reference for architects designing cyber-foraging systems. A software architect would first select the functional tactics that implement the essence of a cyber-foraging system:

- A computation offload and/or data staging tactic that fulfills cyber-foraging functionality
- A surrogate provisioning tactic so that the offloaded code or data staging/processing code is available on the surrogate
- A surrogate discovery tactic so that mobile devices can locate and connect to available surrogates

Then, based on additional non-functional requirements, a software architect would navigate the catalog identifying tactics that can fulfill the requirements. However, there are always tradeoffs when making architectural decisions, which make decision models such as the ones that will be presented in Chapter 8 a valuable tool for architects.

In the meantime, the next three chapters present case studies that validate the architectural tactics described in this chapter.
Case Study 1: Tactical Cloudlets — Cyber-Foraging for Computation Offload

This chapter addresses research question RQ2 and is the first of three case studies to validate the architectural tactics presented in Chapter 3. The goal of this case study is to discover the architectural design decisions in the existing implementation of the Tactical Cloudlets system developed by the Carnegie Mellon Software Engineering Institute to support computation offload in tactical environments [32], and then verify the mapping of the architectural design decisions to architectural tactics for cyber-foraging.

4.1 Introduction

A set of architectural tactics for cyber-foraging was presented in Chapter 3. However, these tactics need to be validated in real cyber-foraging systems to fully address research question RQ2: *What architectural tactics can be derived from the identified architectural design decisions?*

The goal of this first case study is to discover the architectural design decisions in the existing implementation of the Tactical Cloudlets system developed by the Carnegie Mellon Software Engineering Institute to support computation offload [32], and then verify the mapping of the architectural design decisions to the architectural tactics for cyber-foraging.

We followed the guidelines for conducting case studies from [15] and [118]. Accordingly, the structure of the chapter follows the steps proposed in these guidelines. Section 4.2 presents the case study design, including research questions and procedures for data collection and analysis. Section 4.3 presents the results of the case study and threats to validity. Section 4.4 concludes the
4.2 Case Study Design

4.2.1 Research Questions

Given the goal to discover architectural design decisions in the existing implementation of the Tactical Cloudlets system, we defined the following research questions to be answered in the execution of the case study.

- Which of the architectural tactics for cyber-foraging can be identified in the Tactical Cloudlets system?
- How do the implemented tactics support their intended functional and non-functional requirements?

4.2.2 Data Collection Procedure

Data collection involves identifying the data to be collected, defining a data collection plan, and defining how the data will be stored [15]. Given that the goal of this case study is to discover the architectural design decisions in an existing system implementation, and both the system artifacts and system developers are available, the data collection is executed with an independent analysis of work artifacts (third degree data collection method) combined with developer interviews for validation (first degree data collection method) [118].

We therefore define the following steps to collect data about the design and implementation of the Tactical Cloudlets system that will enable us to answer the case study research questions:

1. Understand system requirements: System requirements are gathered from the project Wiki, system documentation, and publications. The identified requirements are documented and confirmed by members of the development team.

2. Recover software architecture: The software architecture is recovered from the project Wiki, system documentation, and publications. The as-designed architecture is compared to the as-is architecture through code inspection of the code available at https://github.com/SEI-AMS/pycloud and verification with the development team.
3. Map architectural design decisions to system requirements: Architectural
design decisions are mapped to system requirements in order to fully
understand how each requirement was met.

4.2.3 Analysis Procedure

Once the system requirements and architectural design decisions are fully un-
derstood we perform two activities as part of the analysis.

1. Map architectural design decisions to architectural tactics: The identi-
ified architectural design decisions are mapped to elements of the tactics
presented in Chapter 3. We do this by (1) selecting tactics that could
meet systems requirements based on the description of the tactic, and (2)
mapping components of the tactics to component(s) in the architecture
that perform each component role. Both matches and gaps are identified
in order to determine completeness of the tactics, as well as variations
of the tactics implemented in the system to fulfill specific requirements.

2. Qualitatively and quantitatively (if possible) determine if the imple-
mentation of the tactics meets the corresponding system requirements:
Through system testing, data collected (and published) by system devel-
opers, as well as discussions with the system developers, we determine if
the implementations of the tactics meet their intended requirements.

4.3 Results

4.3.1 System Context

Tactical environments, such as those in which first responders and military
personnel operate, are characterized by dynamic context, limited computing
resources, disconnected-intermittent-limited (DIL) network connectivity, and
high levels of stress. Forward-deployed, discoverable, virtual-machine-based
tactical cloudlets can be hosted on vehicles or other platforms to

- provide infrastructure to offload computation,
- provide forward data staging for a mission,
- perform data filtering to remove unnecessary data from streams intended
  for mobile users, and
- serve as collection points for data heading for enterprise repositories.
The forward-deployed, single-hop proximity to mobile devices promotes energy efficiency as well as lower latency (faster response times).

Given the uncertainty and dynamicity of tactical environments, one of the main drivers for the Tactical Cloudlets system is survivability, defined as the capability of a system to continue functioning in spite of adversity [32].

4.3.2 System Requirements

The requirements of the Tactical Cloudlets system can be divided into functional and non-functional requirements.

4.3.2.1 Functional Requirements

Tactical Cloudlets need to satisfy the following functional requirements.

- **FR1: Offload of Computation-Intensive Operations:** Applications that are useful to first responders and military personnel include speech and image recognition, natural language processing, and situational awareness. These are all computation-intensive tasks that take a heavy toll on the device’s battery power and computing resources and should therefore be offloaded to proximate, more powerful cloudlets.

- **FR2: Cloudlet Discovery:** Due to the dynamic nature and potential mobility of cloudlets in tactical environments (e.g., vehicle-hosted cloudlets), mobile devices need to be able to discover nearby cloudlets.

- **FR3: Disconnected Operations:** In tactical environments it is not possible to guarantee connectivity between cloudlets in the field and the cloud. Therefore, offloaded capabilities should be self-contained and pre-loaded so they do not require connectivity to the cloud in order to operate.

- **FR4: Support for Separate Deployment of Mobile Devices and Cloudlets:** Cloudlets should be able to be used by mobile devices already deployed or available in the field. Therefore the cloudlet should enable mobile devices to be provisioned with the required apps to use its capabilities.

- **FR5: Optimal Cloudlet Selection:** If more than one cloudlet is available, the mobile device should offload computation to the cloudlet that is likely to return a response in the shortest amount of time, before the mobile device loses connectivity to the cloudlet.
• **FR6: Cloudlet Management:** In addition to being able to provision the cloudlet with capabilities for use by mobile devices, the cloudlet administrator should be able to see what capabilities have been started from mobile devices as well as start capabilities and stop capabilities as needed.

• **FR7: Cloudlet Migration:** Due to the potential mobility of cloudlets in tactical environments, offloaded capabilities should be able to migrate between cloudlets when requested.

### 4.3.2.2 Non-Functional Requirements

Tactical Cloudlets need to satisfy the following non-functional requirements.

• **NFR1: Energy Efficiency:** Energy consumption on the mobile device when offloading computation-intensive operations (request, execution, and response) should be less than energy consumed by local execution.

• **NFR2: Scalability and Elasticity:** Tactical cloudlets cannot be servers with huge computing power due to power availability and size limitations of what can be carried into a tactical environment to support a mission. Tactical Cloudlets therefore should only run capabilities when they are actively being used by mobile devices.

• **NFR3: Ease of Deployment and Re-Deployment:** First responders and military personnel executing a mission cannot rely on the availability of IT personnel in the field to help with cloudlet setup. Therefore, tactical cloudlets should be easy to set up by non-IT personnel.

### 4.3.3 System Architecture and Design

The as-is architecture for the Tactical Cloudlets system is shown in Figure 4.1. The main elements of the architecture are:

• **Client:** Mobile device running Android 4.x that hosts three main components:
  
  – Cloudlet-Ready App(s): Mobile apps that are set up to offload computation to a cloudlet.
  
  – Cloudlet Client GUI: Mobile app that is used to access the app store capability.
Cloudlet Client Library: Library that is used by the two components above to discover cloudlets, retrieve cloudlet metadata, select cloudlets, and offload computation. It interacts with the Cloudlet Host using HTTP.

- Cloudlet Host: Linux server that runs a tactical cloudlet. The main components are:
  
  - PyCloud Library: Python component that implements the core
cloudlet functionality.

- Cloudlet API: Python component that is used by the Cloudlet Client Library to start Services as Service VMs.

- Cloudlet Manager: Python web application that is used by an administrator to manage Services (along with their VM Images) and Cloudlet-Ready Apps.

- Service Repository: Each capability that is made available to mobile apps is considered a service. A running service is called a Service VM. Each service has associated metadata (Service Metadata), the actual capabilities packaged as VM disk and memory images (VM Images), and one or more Cloudlet-Ready Apps that can use the capability (Cloudlet-Ready App Packages). In addition, the repository stores metadata related to running services (Service VM Metadata) and the available Cloudlet-Ready Apps (Cloudlet-Ready App Metadata).

- QEMU-KVM Instance: Each Service VM runs inside a QEMU-KVM virtual machine instance.

- Admin (PC): Browser that is used to access the Cloudlet Manager web application.

4.3.4 Mapping of Architectural Design Decisions to Architectural Tactics

The mapping of functional and non-functional requirements to components of the architecture is shown in Table 4.1.

Architectural design decisions implemented in the Tactical Cloudlets system were mapped to functional and non-functional architectural tactics described in Chapter 3. The mapping was performed in the following way:

1. For each system requirement, we selected a tactic that could meet system requirements based on its description.

2. For each component in the selected tactic, we identified component(s) in the architecture that performed the functionality described in the tactic.

3. We created an architecture diagram for the Tactical Cloudlets system in which component names in the tactic are used as stereotypes in the architecture components to indicate the mapping between components.
Table 4.1: Mapping of Functional and Non-Functional Requirements to the Architecture of the Tactical Cloudlets System

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloudlet Client Library</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discovery Service</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pycloud Library</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service Repository</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloudlet Metadata</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloudlet Client GUI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloudlet Manager</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>QEMU-KVM Instance</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

4. We then added components found in the Tactical Cloudlets system that were not present in the tactic, but were important for the implementation of the tactic.

The following subsections describe how each selected tactic was identified and implemented in the Tactical Cloudlets system.

4.3.4.1 Computation Offload

The Computation Offload tactic (Section 3.2.1) enables mobile clients to offload expensive computation to surrogates, as shown in Figure 4.2(a). In summary, a component on the mobile client (Offload Client) coordinates the offload process with its counterpart on the surrogate (Offload Server). The Offload Server sets up the offloaded code in an execution container for the Cyber-Foraging-Enabled Mobile App to use.

The Computation Offload tactic can be identified in the Tactical Cloudlets architecture as shown in Figure 4.2(b), with numbers to indicate the sequence...
Figure 4.2: Tactical Cloudlets Implementation of the Computation Offload Tactic
of operations. The component names in Figure 4.2(a) are used as stereotypes for the components in Figure 4.2(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The computation offload operation takes place as follows:

1-4. The Cloudlet-Ready App requests to offload service Service ID.
5. The Pycloud Library retrieves Service Metadata and VM Image Files for Service ID.
6. The Pycloud Library starts the Service VM as a QEMU-KVM Instance.
8-11. The Pycloud Library returns the IP address and port on which the Service VM is listening.
12. The Cloudlet-Ready App opens a socket to the given IP address and port and starts interacting with the Service VM.

4.3.4.2 Pre-Provisioned Surrogate

In the Pre-Provisioned Surrogate tactic (Section 3.2.3.1) surrogates are provisioned before their deployment with the capabilities that are offloaded by mobile clients, as shown in Figure 4.3(a). In summary, an Admin Client enables cloudlet administrators to add capabilities to a surrogate via a Surrogate Manager.

The Pre-Provisioned Surrogate tactic can be identified in the Tactical Cloudlets architecture as shown in Figure 4.3(b), with numbers to indicate the sequence of operations. The component names in Figure 4.3(a) are used as stereotypes for the components in Figure 4.3(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. Provisioning a cloudlet with a service capability takes place as follows:
Figure 4.3: Tactical Cloudlets Implementation of the Pre-Provisioned Surrogate Tactic
1-3. The Admin client requests to add a new service *Service ID* to a cloudlet.

4. In order to provide a faster startup time for when service capabilities are requested, the Pycloud Library first starts the Service VM from the given VM Image Disk File.

5. The Pycloud Library then suspends the Service VM, which generates a VM Image Memory File. The faster startup time is because the Service VM will be started from a suspended state instead of a cold state.

6. Both the VM image disk and memory file are saved as VM Image Files in the Service Repository along with Service Metadata.

This same general process is followed when adding a Cloudlet-Ready App to the Service Repository. Cloudlet-Ready Apps are linked to services by *Service ID*. At runtime, the Cloudlet-Ready App uses the *Service ID* provided in steps 1-3 to start the computation offload process.

### 4.3.4.3 Surrogate Broadcast

In the Surrogate Broadcast tactic (Section 3.2.4.3) surrogates advertise their availability and selected metadata to mobile devices for discovery, as shown in Figure 4.4(a). In summary, the Broadcast Component on the surrogate broadcasts surrogate metadata for the Offload Client on the mobile client to discover.

The Surrogate Broadcast tactic can be identified in the Tactical Cloudlets architecture as shown in Figure 4.4(b), with numbers to indicate the sequence of operations. The component names in Figure 4.4(a) are used as stereotypes for the components in Figure 4.4(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included.

Cloudlet discovery in the Tactical Cloudlets system is based on the Avahi daemon\(^1\) that implements Zeroconf (Zero Configuration Networking).\(^2\) Avahi uses DNS Service Discovery (DNS-SD) along with Multicast DNS to enable a client to request a service without knowing the IP address of the server that provide the service. Cloudlet discovery by cloudlet-ready apps takes place as follows:

\(^1\)http://avahi.org
\(^2\)http://zeroconf.org
0. When the cloudlet starts, its Discovery Service joins a specific Cloudlet Multicast IP Address as a listener.

1. The Cloudlet-Ready App requests to offload service Service ID.

2. The Cloudlet Client Library sends a DNS-SD Query for cloudlet services (defined as a _cloudlet._tcp service) through Multicast DNS to the Cloudlet Multicast IP Address. The query reaches the Discovery Service of any cloudlets in the network through Multicast DNS. The Discovery Service replies with a DNS-SD Response indicating the IP address and port of the cloudlet server.

3-9. The Cloudlet Client Library sends a request for cloudlet metadata and the list of available services to each cloudlet that replied.

10. The Cloudlet Client Library selects the cloudlet that contains the service Service ID and has the lowest load, based on the assumption that it will have the fastest processing and response time. The architecture enables other algorithms to be plugged in.

11. The Cloudlet Client Library starts the computation offload process (Section 4.3.4.1) with the selected cloudlet.

### 4.3.4.4 Just-in-Time Containers

The Just-in-Time Containers tactic (Section 3.3.3.1) creates a container and/or an instance of the offloaded code upon receipt of an offload request and then destroys the instance of the offloaded code when the offload request is completed, as shown in Figure 4.5(a).

In the Tactical Cloudlets system, as shown in Figure 4.2(b), the computation offload process presented in Section 4.3.4.1, a QEMU-KVM Instance for a Service VM is only created upon an offload request.

In addition, to promote greater scalability and elasticity, when adding a service to a cloudlet (Section 4.3.4.2), one of the elements of the Service Metadata is whether the service will be shared or non-shared. A non-shared service will start a separate instance with every request. However, a shared service will only start an instance for its first request. All other requests will share the same instance. A counter of active users for the service is maintained as Service Metadata. This means that Step 6 in Figure 4.2 only takes place if the service is non-shared, or if it is the first request for a shared service.

The final step in the computation offload process presented in Section 4.3.4.1 is that the Cloudlet-Ready App starts the interaction with the Service VM. To implement the Just-in-Time Containers tactic, when the Cloudlet-Ready App is closed, the operations shown in Figure 4.5(b) take place. The
Figure 4.4: Tactical Cloudlets Implementation of the Surrogate Broadcast Tactic
component names in Figure 4.5(a) are used as stereotypes for the components in Figure 4.5(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included.

1-4. The Cloudlet-Ready App requests to stop service Service ID.

5. If the service is non-shared or the number of active users for the service is one (i.e., last active user), the Pycloud Library stops the instance of the service Service ID.

6. Service Metadata and Service VM Metadata are updated to indicate that the service has stopped and/or the number of active users for the shared service is one less.

4.3.5 Analysis

4.3.5.1 Mapping between Tactics and Requirements

The review of the Tactical Cloudlets architecture resulted in the identification of four architectural tactics for cyber-foraging. The mapping between the identified tactics and the Tactical Cloudlets functional and non-functional requirements is shown in Table 4.2.

Table 4.2: Mapping of Architectural Tactics to Functional and Non-Functional Requirements

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation Offload</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Provisioned Surrogate</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surrogate Broadcast</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Just-in-Time Containers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Computation Offload tactic supports the requirement to offload
expensive computation to nearby surrogates (FR1) as well as the energy efficiency requirement (NFR1). The developers of the tactical cloudlets sys-
tem split applications into a very thin client (Cloudlet-Ready App) and a very computation-intensive server (Service VM) such that energy efficiency is reached on the mobile device. The mapping between the tactic and the Tactical Cloudlet implementation in Figure 4.2 shows two differences:

1. The Tactical Cloudlets system does not use an external App Metadata file in the offload process. This is because the only metadata that is required is the Service ID which is hard-coded in the Cloudlet-Ready App. An improvement for a future version of the tactic is to mark the App Metadata component as optional.

2. The Tactical Cloudlets system has an additional Service Repository component from which offloaded code is fetched and then started as a Service VM. This additional step would be required of any system that implements the Computation Offload tactic together with the Pre-Provisioned Surrogate tactic, as is the case of the Tactical Cloudlets system (Section 4.3.4.2). An additional improvement for the catalog would be to include variations of the Computation Offload tactic when used with the different surrogate provisioning tactics.

The Pre-Provisioned Surrogate tactic supports the requirement for disconnected operations (FR3) because cloudlets are pre-provisioned with capabilities that are needed for a mission. In addition, because cloudlets are also pre-provisioned with the apps to use the capabilities, the tactic also supports the requirement to enable mobile devices to be provisioned in the field (FR4). The mapping between the tactic and the Tactical Cloudlet implementation is complete, as shown in Figure 4.3.

The Surrogate Broadcast tactic supports the requirement for cloudlet discovery (FR2) as well as the requirement for optimal cloudlet selection when more than one cloudlet is available (FR5). The mapping between the tactic and the Tactical Cloudlet implementation in Figure 4.4 shows two differences:

1. The cloudlet selection process is a two-step process in which the Cloudlet Server IP Address and Port broadcast by the Broadcast Component (Step 0) is used to query each cloudlet for capabilities (Step 3). The reason for this is that the Zeroconf protocol used by the Tactical Cloudlets implementation has a size limitation for broadcast information. While not a gap in the tactic itself, what this shows is that technology selection can introduce variations in the implementation of a tactic. An improvement for the catalog would be to include variations of the Surrogate Broadcast tactic when used with different technologies (or known limitations of technologies).
2. For this same reason, the **Surrogate Repository** is added to the implementation of the tactic. The cloudlet metadata and service list is obtained from the repository when the cloudlet is queried for its capabilities. This component would be part of the variation introduced by the broadcast protocol size limitation.

The **Just-in-Time Containers** tactic supports the requirement for capabilities to only be running when they are being used in order to promote scalability and elasticity (NFR2). The mapping between the tactic and the Tactical Cloudlet implementation in Figure 4.5 shows two differences:

1. The Tactical Cloudlets system introduces the concept of shared and non-shared capabilities, which is not specified in the original tactic. This is why the container is destroyed only if it is a non-shared capability or the number of active users is one (i.e., only active user of the capability). An improvement for the catalog would be to include a variation of the Just-in-Time Containers tactic to support shared and non-shared capabilities.

2. For the same reason, the **Surrogate Repository** is added to the implementation of the tactic. *Service Metadata* and *Service VM Metadata* needs to be updated based on the results of the request to end the offload request. This component would be part of the variation introduced by the support for shared/non-shared capabilities.

Although not stated as a benefit of the tactic in Section 3.3.3.1, and not stated as a requirement for the system in Section 4.3.2, the Just-in-Time Containers tactic also supports energy efficiency on the cloudlet, which is critical in tactical environments where access to power might not always be available.

The requirement to provide a form of management console for a cloudlet admin to use (FR6) does not map to any of the tactics, as shown in Table 4.2. This fact is expected as it relates to one of the findings from the SLR that states a lack of focus on system-level concerns that is required when moving from experimental prototypes to operational systems (Section 2.6). One of these concerns is management of deployed capabilities. Related to this fact, there is not a tactic in the catalog that maps to ease of deployment and re-deployment (NFR3). However, in the Tactical Cloudlets system, the **Admin** component that implements the Admin Client in the Pre-Provisioned Surrogates tactic (Figure 4.3) is a lightweight, web-based interface that enables cloudlet management and easy deployment and redeployment of capabilities (FR6 and NFR3). It provides the following functionality:
- Service VM creation, edit and deletion
- Service VM import and export
- Service VM Instance start, stop and migration
- Cloudlet-Ready App repository (i.e., app store)

The extension of the catalog with tactics for ease of deployment and management would be useful for moving from experimental prototypes to operational cyber-foraging systems.

The requirement to be able to migrate capabilities between cloudlets when requested (FR7) does not map directly to any of the tactics either. However, the functionality in the Pycloud Library that enables this migration is very similar to that explained in the Eager Migration tactic once the monitoring component detects that the connection between the mobile device and the cloudlet is deteriorating (Section 3.3.2.5). The Admin component of the tactical cloudlets system that implements the Admin Client in the Pre-Provisioned Surrogates tactic (Figure 4.3) also contains functionality to manually migrate a Service VM Instance to another connected cloudlet. An improvement for the catalog would be to include a variation of the Eager Migration tactic to support manual migration.

To determine if the tactics meet their intended functional and non-functional requirements, the developers conducted extensive system testing and collected data to support their design and implementation decisions. In addition to successful test results, data collected included cloudlet provisioning time, energy consumption on the mobile device, payload size and response time. All implementation details and supporting data are available in several publications [32][76][77][78].

4.3.5.2 Discussion of Tactics for System Enhancements

The development team was presented with the complete list of architectural tactics for cyber-foraging so they could confirm the identified tactics. In addition, the team was asked what tactics not implemented in the system would be useful to address some of the characteristics of tactical environments. The team identified the following architectural tactics:

**Eager Migration (Section 3.3.2.5) and Surrogate Load Balancing (Section 3.3.3.3):** As stated in Section 4.3.5.1, the migration of capabilities in the tactical cloudlets system is manual. Adding capabilities for automated migration could enable load balancing, similar to what is done in cloud data
centers for resource optimization, or to enable migration to a more powerful or nearby cloudlet to improve response time and provide continued operations.

**Trusted Surrogates (Section 3.3.4.1):** The tactical cloudlets system relies on the underlying network to provide the secure communication between the mobile device and the cloudlet. While this may be enough in some scenarios, it is not enough for many military scenarios. A common solution for establishing trust between two nodes is to use a third-party online trusted authority that validates the credentials of the requester, similar to what happens in the Trusted Surrogate tactic. However, the characteristics of tactical environments do not consistently provide access to that third-party authority because tactical cloudlets operate in what is known as DIL environments (disconnected, interrupted, low bandwidth). The team is currently developing a trusted identity mechanism for use in disconnected environments that does not rely on a third party for validation of credentials. Instead, it generates server and device credentials in the field and relies on out-of-band channels for transfer of credentials to the device and therefore generates trust between the mobile device and the cloudlet.

**Cached Results (Section 3.3.2.3):** The system has been tested and demonstrated with applications that take between 8 and 12 seconds to receive a response, such as speech recognition, face recognition, and object recognition [76]. However, there are many other applications, such as sample analysis or data analysis, that could take a much longer time to respond. Given that tactical cloudlets operate in DIL environments, it is likely that a mobile device could lose connectivity to the cloudlet while the cloudlet is executing the off-loaded operation. If this happens in the current tactical cloudlets system the mobile device is simply informed that connectivity has been lost. Implementing the Cached Results tactic would enable the cloudlet to cache the results of the offloaded operation until the mobile device regains connectivity.

**Pre Fetching (Section 3.2.2.1) and Out-Bound Pre-Processing (Section 3.2.2.3):** Even though the tactical cloudlets system was built with computation offload in mind, the reality is that many applications useful in tactical environments rely on data to provide better capabilities and would benefit from data staging tactics. For example, face recognition can work with a pre-loaded face database, but a better capability would be for that database to synchronize with a central database as windows of connectivity become available. The Pre-Fetching tactic would enable the system to download faces from a central database for people in the area of the cloudlet location to update the local database as connectivity becomes available. The Out-Bound Pre-Processing tactic would enable faces collected in the field to be checked for quality and duplication, and pre-processed before sending to the central
database during moments of connectivity.

4.3.5.3 Findings

The goal of the case study was to discover (1) which of the architectural tactics for cyber-foraging can be identified in the Tactical Cloudlets system, and (2) how do the implemented tactics support their intended functional and non-functional requirements. The context for the case study is the validation of the tactics in real systems.

The analysis of the Tactical Cloudlets system identified four architectural tactics for cyber-foraging. As a starting point, tactics were identified to satisfy the main functional requirements for a cyber-foraging system presented in Section 3.2:

- Pre-Provisioned Surrogate was used for surrogate provisioning
- Surrogate Broadcast was used for surrogate discovery
- Computation Offload was used to implement computation offload capabilities

To meet the scalability non-functional requirement, the Just-in-Time Containers tactic was used to create containers for computation when they are needed, and destroyed when they are no longer needed.

However, there were some gaps in the identified tactics (Section 4.3.5.1) that create opportunities for improvement of the tactics catalog:

1. Tactics should differentiate between core and optional components and interactions. Each optional component/interaction should contain rationale for when it is necessary to include it in the implementation of the tactic.

2. As tactics are implemented in operational cyber-foraging systems it is likely that variations will arise. The Tactical Cloudlets system introduced several potential tactic variations:

- Variations of the Computation Offload tactic based on the surrogate provisioning tactic selected for the system
- A variation of the Just-in-Time Containers tactic to support shared and non-shared capabilities
- A variation of the Eager Migration tactic to support manual migration
3. Technology selection can also lead to tactic variations. As tactics are implemented and evaluated in cyber-foraging systems, technology limitations and constraints may require the implementation of additional components or interactions between components. The Tactical Cloudlets system introduced a variation of the Surrogate Broadcast tactic due to limitations in broadcast message size.

4. There is great potential for extending the catalog with tactics to support system qualities necessary for moving from experimental prototypes to operational systems. The Tactical Cloudlets system showed the need for tactics to support Ease of Deployment and Manageability.

5. Even if tactics are targeted at promoting a particular system quality, the tactics may have an effect on other system qualities. As an example, the Just-in-Time Containers tactic is a tactic for scalability/elasticity but also promotes energy efficiency on the surrogate. Even though the secondary effect of the tactic is positive, it could also have been a negative effect. This observation makes decision models such as the ones that will be presented in Chapter 8 a valuable tool for software architects to understand the potential effects of their decisions.

6. Related to the previous point, energy efficiency in cyber-foraging systems is mainly targeted at energy savings on mobile devices because of battery limitations. However, the Tactical Cloudlets system showed the need for tactics to support energy efficiency on surrogates, especially if deployed in areas with power limitations.

The utility of the tactics was supported by the main developer for the Tactical Cloudlets system in the following statement: “Having a set of architectural tactics for cyber-foraging systems would help considerably when starting the design of a new system. Cyber-foraging software has very particular requirements, and it is not easy to know how to create the architecture for the overall system to properly satisfy the appropriate quality attributes. A set of tactics would be an invaluable guide to make decisions at this stage.”

The identification and analysis of these tactics in the Tactical Cloudlets system therefore answers the research questions for the case study, and in combination with the utility statement from the main system developer, serves as a validation of the tactics in cyber-foraging systems for computation offload.
4.3.6 Threats to Validity

There are two main threats to the validity of the results of this case study. The first is related to internal validity because the data collection and analysis was conducted by a single researcher and therefore subjective interpretations might exist. To mitigate this threat, collected data was reviewed by system developers that confirmed that the data collected was an accurate representation of the system. The developers also confirmed that the identified tactics were indeed present in the system. The second threat is related to external validity, specifically whether the findings are generalizable given that the results are drawn from the analysis of a single system. To mitigate this threat we conducted two additional case studies that are reported in Chapters 5 and 6. In addition, the system developers were provided the full set of tactics and asked to identify tactics that could be used to enhance the current system. The developers identified several tactics and recognized the potential for the tactics to build a better system.

4.4 Conclusions

This chapter presented the results of the first of three case studies to validate the architectural tactics for cyber-foraging presented in Chapter 3, in the context of RQ2, which is to identify the architectural tactics that can be derived from the architectural design decisions identified by the SLR. For this case study two research sub-questions were defined for an existing computation offload system.

1. Which of the architectural tactics for cyber-foraging can be identified in the Tactical Cloudlets system?

The analysis of the Tactical Cloudlets system resulted in the identification of four architectural tactics for computation offload, cloudlet provisioning, cloudlet discovery and scalability/elasticity. In addition, elements of the Pre-Provisioned Surrogate tactic were also used to meet cloudlet management and ease of deployment and re-deployment requirements.

Although based on the analysis of a single system, the results show that a subset of the architectural tactics was found in an existing cyber-foraging system for computation offload. In addition, several gaps were identified that show that there is great potential to further extend the tactics catalog as more operational cyber-foraging systems are developed and evaluated.

2. How do the implemented tactics support their intended functional and non-functional requirements?
System testing and data collection show that the implemented tactics meet their intended functional and non-functional requirements.

More importantly, the results of this case study show that there is potential for taking a tactics-driven approach to fulfill functional and non-functional requirements for cyber-foraging systems. As indicated by the developers of the Tactical Cloudlets system, a catalog of architectural tactics would have been useful not only to discover ways to implement system requirements, but also to identify aspects of the system that had not been considered. The next case study explores the same case study research questions in the context of a data staging system.
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Case Study 2: GigaSight — Cyber-Foraging for Data Staging

This chapter addresses research question RQ2 and is the second of three case studies to validate the architectural tactics presented in Chapter 3. The goal of this case study is to discover the architectural design decisions in the existing implementation of the GigaSight data staging system for crowd-sourced video [113], and then verify the mapping of the design decisions to the identified architectural tactics for cyber-foraging.

5.1 Introduction

This chapter continues the validation of the architectural tactics for cyber-foraging presented in Chapter 3, in the context of research question RQ2: What architectural tactics can be derived from the identified architectural design decisions?

The goal of this second case study is to discover the architectural design decisions in the existing implementation of the GigaSight system developed by Ghent University, Aalto University, Intel Labs, and Carnegie Mellon University to support data staging of crowd-sourced video [113], and then verify the mapping of the architectural design decisions to the architectural tactics for cyber-foraging.

As in the case study in the previous chapter, we followed the guidelines for conducting case studies from [15] and [118]. Accordingly, the structure of the chapter follows the steps proposed in these guidelines. Section 5.2 presents the case study design, including research questions and procedures for data collection and analysis. Section 5.3 presents the results of the case study and
threats to validity. Section 5.4 concludes the chapter with a summary of the findings as well as their implications and limitations.

5.2 Case Study Design

5.2.1 Research Questions

Given the goal to discover architectural design decisions in the existing implementation of the GigaSight system, we defined the following research questions to be answered in the execution of the case study.

- Which of the architectural tactics for cyber-foraging can be identified in the GigaSight system?
- How do the implemented tactics support their intended functional and non-functional requirements?

5.2.2 Data Collection Procedure

Given that the research sub-questions identified for this case study are the same as for the Tactical Cloudlets system, the data collection procedure is the same (Section 4.2.2). The main difference between systems is that Tactical Cloudlets is targeted at computation offload while the GigaSight system is targeted at data staging.

The code for the GigaSight system that is analyzed as part of the data collection procedure is available at https://github.com/cmusatyalab/GigaSight.

5.2.3 Analysis Procedure

The analysis procedure is also equivalent to procedure defined for the Tactical Cloudlets system (Section 4.2.3).

5.3 Results

5.3.1 System Context

GigaSight is a cyber-foraging system targeted at continuous collection of crowdsourced video from mobile devices and wearables [113]. Given the potentially-sensitive nature of video, GigaSight collects video on surrogates called cloudlets where privacy-sensitive information is automatically removed from the video
based on user-defined privacy settings related to time, location, and content — a process called denaturing. Denatured video is then indexed and resulting tags and metadata are uploaded to a cloud catalog where users can perform content-based searches on the total catalog of denatured videos.

Use cases for crowd-sourced video systems such as GigaSight include marketing and advertising; location of missing people, pets and things; creation of family vacation albums; public safety; and fraud detection [110].

5.3.2 System Requirements

The requirements of the GigaSight system can be divided into functional and non-functional requirements.

5.3.2.1 Functional Requirements

GigaSight needs to satisfy the following functional requirements.

- **FR1: Video capture**: The mobile device captures and stores video.
- **FR2: User-specified privacy settings**: Users are able to specify privacy settings based on location, time, and image content. These settings are used by the denaturing process to automatically remove privacy-sensitive content from videos.
- **FR3: Video upload to cloudlets**: When a cloudlet becomes available, the mobile device uploads captured video and privacy settings.
- **FR4: Offload of video denaturing and indexing processes**: The highly computation-intensive denaturing and indexing operations are executed on the cloudlet according to user-specified privacy settings.
- **FR5: Index upload to cloud catalog**: Video metadata and tags generated by the indexing process are uploaded from the cloudlet to a cloud catalog that can be queried by users.
- **FR6: User requests for denatured videos**: A user of the cloud catalog can request denatured videos from cloudlets.

5.3.2.2 Non-Functional Requirements

GigaSight needs to satisfy the following non-functional requirements.
• **NFR1: Energy Efficiency**: Energy consumption on the mobile device when offloading the computation-intensive denaturing and indexing operations should be less than energy consumed by executing them locally.

• **NFR2: Scalability**: One cloudlet should be able to process and store video from multiple users.

• **NFR3: Fault Tolerance**: If a cloudlet is not available for upload, the mobile device should be able to cache video until a cloudlet becomes available.

• **NFR4: Privacy**: Privacy-sensitive information should not be made available to users of the cloud catalog.

Figure 5.1: High-Level Architecture of the GigaSight System

### 5.3.3 System Architecture and Design

The as-is architecture for the GigaSight system is shown in Figure 5.1. The main elements of the architecture are:
• Mobile Device: The mobile device is an Android 4.0.4 device. It leverages the device’s built-in camera for video capture.

  – GigaSight App: Performs all the user and privacy setting management. User settings include IP address and port of its Personal VM. Privacy settings include time filters, location filters and object-based filters. The object-based filters are currently limited to the faces present in the training set of the face recognition algorithms.

  – File Uploader: Connects to the user’s Personal VM and uploads video files and metadata. Once files are successfully uploaded, these are removed from the mobile device to make space for more video content.

• Cloudlet: Cloudlets are data staging points for denatured video data en route to the cloud. Cloudlets in GigaSight are implemented as servers running Linux 3.2.0.

  – Personal VM: Each mobile device user is associated to a Personal VM that performs the customized denaturing for that user according to the user-defined privacy settings. The Denaturing Process that executes inside this VM is implemented using C++ and OpenCV 2.4.2\(^1\) as a multi-step pipeline: video decoding, early-discard of frames based on metadata and sampling rate, content-based blurring, and video encoding. The output of the denaturing process is a low-frame-rate denatured video file. For additional privacy, an encrypted version of the original video is also created during the upload process. Both files are stored in the Data Management VM so that they are accessible to other VMs on the cloudlet.

  – Data Management VM: The Data Manager inside this VM handles all video and metadata storage and retrieval in the Storage and Metadata Database. It notifies the Indexer when new denatured video is available for indexing. In addition, each time the Indexer adds tags to the database, these are automatically synchronized with the Global Catalog running in the Cloud.

  – Video Content Indexer VM: The Indexer inside this VM is a background activity that extracts metadata about denatured videos (e.g., owner (anonymized), location of capture, start and end time

\(^1\)http://www.opencv.org
of capture, cloudlet address where stored, and tags) and sends it to the Data Manager which in turn pushes this information to the Global Catalog in the Cloud. The metadata is also stored locally for use by search algorithms that could be implemented inside the Personal VM for personal use.

- Diamond Search Module: The Diamond Search Module is a third-party component for interactive search of non-indexed data.²

- Cloud: Cloud-based data center that aggregates video metadata from a set of associated cloudlets.

  - Global Catalog: The Global Catalog is a web application implemented using Django³ that stores and manages the metadata from denatured videos available on cloudlets. The front end to the application enables users to browse through the metadata and select videos of interest for viewing.

  - Diamond Client: Once a user selects videos of interest, the Diamond Client contacts the Diamond Server of each cloudlet that contains a video of interest to initiate content-based search.

5.3.4 Mapping of Architectural Design Decisions to Architectural Tactics

The mapping of functional and non-functional requirements to components of the architecture is shown in Table 5.1.

Architectural design decisions implemented in the GigaSight system were mapped to functional and non-functional architectural tactics described in Chapter 3. The process that was used to perform the mapping was the same as described in Section 4.3.4 for the Tactical Cloudlets system.

The following subsections describe how each selected tactic was identified and implemented in the GigaSight system.

5.3.4.1 Out-Bound Pre-Processing

In the Out-Bound Pre-Processing tactic (Section 3.2.2.3) surrogates collect data from mobile devices and pre-process the data — clean, filter, summarize, or merge — such that the data that is sent on to the enterprise cloud is ready for consumption and serves an immediate need, as shown in Figure 5.2(a).

²http://diamond.cs.cmu.edu
³http://www.djangoproject.com
Table 5.1: Mapping of Functional and Non-Functional Requirements to the Architecture of the GigaSight System

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android Media Storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GigaSight App</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>File Uploader</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal VM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GigaSight Server</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denaturing Process</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Manager (+ Storage)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video Context Indexer VM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indexer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diamond Search Module</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global Catalog</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diamond Client</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In summary, data collected from mobile devices is stored in a Cache on the Surrogate and then pre-processed by a Data Processing Application(s) before it is sent to a Cloud Data Repository.

The Out-Bound Pre-Processing tactic can be identified in the GigaSight architecture as shown in Figure 5.2(b), with numbers to indicate the sequence of operations. The component names in Figure 5.2(a) are used as stereotypes for the components in Figure 5.2(b) to indicate the mapping between compo-
Figure 5.2: GigaSight Implementation of the Out-Bound Pre-Processing Tactic
components. Only the components that are relevant to the tactic are included. The out-bound pre-processing takes place as follows:

1-3 *GigaSight App* uploads stored video and metadata to the *Personal VM* identified by Personal VM IP Address and Port using the *File Uploader*.

4 The *GigaSight Server* receives the video, metadata and privacy settings for the user and sends these to the *Denaturing Process* for denaturing according to the user’s privacy settings.

5-6 The *GigaSight Server* encrypts the original video and sends it to the *Data Manager* for storage.

7 The *GigaSight Server* sends the denatured video and metadata to the *Data Manager* for storage and indexing.

8-9 The *Data Manager* sends the denatured video to the *Indexer* for indexing, which returns the set of tags for elements identified in the video.

10 The *Data Manager* stores the denatured video, metadata and tags.

11 The *Data Manager* sends the video metadata and tags to the *Global Catalog* in the *Cloud*.

### 5.3.4.2 Pre-Provisioned Surrogate

In the Pre-Provisioned Surrogate tactic (Section 3.2.3.1) surrogates are provisioned before their deployment with the capabilities that are offloaded by mobile clients, as shown in Figure 5.3(a). In summary, an Admin Client enables surrogate administrators to add capabilities to a Surrogate via a Surrogate Manager.

Some elements of the Pre-Provisioned Surrogate tactic can be identified in the GigaSight architecture as shown in Figure 5.3(b). The component names in Figure 5.3(a) are used as stereotypes for the components in Figure 5.3(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included.

In the GigaSight system all data processing capabilities are provisioned on the cloudlet before deployment. However, this is a manual process. There is not the equivalent of a Surrogate Manager component to help with the provisioning process as shown in the tactic. In addition, because capabilities are not advertised, but rather each mobile device stores the IP Address and Port of its Personal VM as part of the User Settings, there is not the equivalent of
Figure 5.3: GigaSight Implementation of the Pre-Provisioned Surrogate Tactic
a Capability Metadata component nor the equivalent of a Capability Registry component.

As depicted in Figure 5.3(b), prior to deployment the Terminal program that comes with the Linux distribution is executed locally or remotely to copy the Data Management VM Image File, the Video Content Indexer VM Image File, and the Personal VM Image File that contains the denaturing capabilities into the Linux Filesystem. The KVM Manager program that also comes with the Linux distribution is initially used to start one instance of the Data Management VM and one or more instances of the Video Content Indexer VM. A Personal VM is then started for each mobile device that wants to use the GigaSight system for video offload. After starting the Personal VM the mobile device user is provided with its IP Address and Port, which needs to be added to the User Settings using the GigaSight app shown in Figure 5.1.

5.3.4.3 Local Surrogate Directory

In the Local Surrogate Directory tactic (Section 3.2.4.1), mobile devices maintain a list of surrogates with their network addresses or URLs, in addition to any information that can help the mobile device to select the best offload target in case more than one is available, as shown in Figure 5.4(a). In summary, the list of surrogates is retrieved from the Surrogate Directory before starting the offload process and an optimal surrogate is selected for offload.

The process is much simpler in the GigaSight system, as shown in Figure 5.4(b). There is not a cloudlet selection process because every mobile device is assigned a Personal VM on a single Cloudlet. The location of a cloudlet for data upload takes place as follows:

0 As indicated in Section 5.3.4.2, when a Personal VM is started for a Mobile Device, the GigaSight App in its role as Surrogate Directory UI is used to save the Personal VM IP Address and Port to the User and Privacy Settings file.

1 When the video upload process is started by the GigaSight App in its role of Offload Client, it reads the Personal VM IP Address and Port from the User and Privacy Settings file.

2-3 Video and Metadata are uploaded to the Personal VM at the provided IP Address and Port.

---

4Deployment of more than one Video Context Indexer VM is an architectural design decision for scalability, as discussed in Section 5.3.5
Figure 5.4: GigaSight Implementation of the Local Surrogate Directory Tactic
5.3.4.4 Client-Side Data Caching

The Client-Side Data Caching tactic is a variation of the Cached Results tactic (Section 3.3.2.3). Data collected by a mobile client is cached on the mobile device and sent to the surrogate upon connection or re-connection, as shown in Figure 5.5(a).

The Client-Side Data Caching tactic can be identified in the GigaSight architecture as shown in Figure 5.5(b), with numbers to indicate the sequence of operations. The only difference between the implementation and the tactic is that the sensed data (video + metadata) is saved in the cache upon capture, instead of upon disconnection. The component names in Figure 5.5(a) are used as stereotypes for the components in Figure 5.5(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The client-side data caching takes place as follows:

0 Video captured using the Camera on the Mobile Device is stored in the Android Media Storage along with metadata such as location.

1-4 The GigaSight App tries to upload video to its Personal VM to be encrypted, denatured, and stored in the Data Management VM on the Cloudlet.

5-7 Only if the operation is successful, the just uploaded video is deleted from the Android Media Storage to make room for new video. If it is not successful the user gets an error message and is asked to try the upload at a later time.

5.3.5 Analysis

5.3.5.1 Mapping between Tactics and Requirements

The review of the GigaSight architecture resulted in the identification of four architectural tactics for cyber-foraging. The mapping between the identified tactics and the GigaSight functional and non-functional requirements is shown in Table 5.2.

The Out-Bound Pre-Processing tactic supports all of the functional requirements because it maps well to sensing applications such as GigaSight. Because denaturing and indexing are extremely computation-intensive activities that are executed on the cloudlet and not on the mobile device (as demonstrated via experimentation in [113]), the tactic also supports energy efficiency (NFR1). Finally, the pre-processing that occurs on the cloudlet in the Denaturing Process, supports the privacy requirement (NFR4). Because the Personal VM is assigned to one and only one mobile device, there is a guarantee
Figure 5.5: GigaSight Implementation of the Client-Side Data Caching Tactic
Table 5.2: Mapping of Functional and Non-Functional Requirements to the Architecture of the GigaSight System

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Out-Bound Pre-Processing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Provisioned Surrogate</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Surrogate Directory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client Side Data Caching</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

that the raw video is only processed by the Personal VM. Because the video is encrypted before it is stored in the Data Management VM, access to the raw video would only be possible via the Personal VM which is the only system component that knows the encryption key. The mapping between the tactic and the GigaSight implementation in Figure 5.2 shows three main differences:

1. The GigaSight system has an additional User and Privacy Settings file that is read by the GigaSight App to obtain settings for uploading video to the cloudlet. This is reasonable and equivalent to the App Metadata component in the Computation Offload tactic (Section 3.2.1), which is where the settings for the offload process are stored. An improvement for a future version of the Out-Bound Pre-Processing tactic is to include a more general Settings component that performs this role and mark it as optional.

2. The GigaSight system has an additional Android Media Storage component because video and metadata sent to the cloudlet are read from internal storage. This component makes sense for a system that stores
data before sending it to the surrogate, as opposed to sending data as it is received. An improvement for a future version of the tactic is to include a more general Data Storage component that performs this role and mark it as optional.

3. The GigaSight system has an instance of the GigaSight Server (Communications Manager) for each user, as opposed to a single instance. This is done to support the privacy requirement and will be discussed shortly when the mapping to the Pre-Provisioned Surrogate tactic is analyzed.

The Pre-Provisioned Surrogate tactic supports computation offload to the cloudlet (FR4) and video index upload to the cloud (FR5). These are capabilities that are pre-provisioned on the cloudlet in the form of VMs. Because the capabilities already exist on the cloudlet, there is no need to transfer any extra computation from the mobile device or the cloud, leading to energy efficiency (NFR1). The mapping between the tactic and the GigaSight implementation in Figure 5.3 shows two main differences:

1. The GigaSight system does not have the equivalent of the Surrogate Manager, as discussed in Section 5.3.4.2. Adding this component to the system would promote ease of deployment and manageability as GigaSight moves from a prototype to an operational system.

2. As also discussed in Section 5.3.4.2, the GigaSight system does not have the equivalent of the Capabilities Metadata and Capability Registry components because (1) capabilities are not advertised and (2) capabilities on all surrogates are the same. Therefore, an improvement for a future version of the tactic would be to mark these two components as optional.

Even though having a pre-provisioned surrogate by itself does not support scalability (NFR2), in this particular system it does. Mobile devices are assigned a specific Personal VM on a cloudlet (by IP address and port) and therefore the number of mobile devices supported by a cloudlet can be controlled. Once a defined disk and memory threshold on a cloudlet has been reached, new mobile devices would need to be assigned to a different cloudlet. In essence, a pre-provisioned surrogate has more control over its load.

The Local Surrogate Directory tactic supports scalability (NFR2) because a cloudlet can support multiple users by instantiating multiple instances of a Personal VM. It also supports privacy (NFR4) because the Personal VM is the cloud-based counterpart of the mobile device: an entity that the user trusts to store personal content, but with much more computational and storage resources [113]. The mapping between the tactic and the GigaSight implementation in Figure 5.4 shows two main differences:
1. The GigaSight system has an additional *Android Media Storage* component because video and metadata sent to the cloudlet are read from internal storage. This is not a gap in this particular tactic but an area for improvement for the Out-Bound Pre-Processing tactic, as discussed earlier.

2. The GigaSight system does not have a *Surrogate Metadata* component because there is not a cloudlet selection process. An improvement for a future version of the tactic would be to mark this component as optional, as well as the surrogate selection process (Steps 3-6 in Figure 5.4(a)).

The **Client-Side Data Caching** tactic supports video capture and upload to a cloudlet (FR1 and FR2). It supports energy efficiency (NFR1) because uploading longer segments (instead of uploading as video is captured) requires the device to wake up less frequently from the sleep state, while the total number of bytes transmitted remains constant [113]. Finally, it supports fault tolerance (NFR3) because video is not uploaded until a cloudlet is available, and is not deleted from the device until the cloudlet confirms the upload. The mapping between the tactic and the GigaSight implementation in Figure 5.5 shows two differences:

1. The GigaSight system contains a *Camera* component as the data source. An improvement for a future version of the tactic would be to include a more general *Data Source* core component to indicate the source of the data that is stored in the *Mobile Cache*.

2. As indicated in Section 5.3.4.4, sensed data is saved in the cache upon capture, instead of upon disconnection. This difference could be added as a variation of the Client-Side Data Caching tactic.

It is important to note that some non-functional requirements in GigaSight are supported by specific technology selection as opposed to the use of tactics. The use of VMs as containers for data and computation on the cloudlet promotes scalability and elasticity because of the ease for container creation, migration, and destruction provided by VM management tools. For example, additional instances of the content indexer can be instantiated on one or more cloudlets to handle increasing loads. A Personal VM can also be easily moved to another cloudlet as long as the device is informed of its new address. The use of VMs as containers also promotes privacy in the system because Personal VMs are single-user and VM isolation is a well-known property of VMs. Although there are potential vulnerabilities and attacks, for the most part this property can be guaranteed [60].
To determine if the tactics meet their intended functional and non-functional requirements, the developers conducted extensive system testing and collected data to support their design and implementation decisions. In addition to successful test results, data collected included system throughput, cloudlet performance, algorithm accuracy, and energy consumption on the mobile device. All implementation details and supporting data are available in several publications [110][113].

5.3.5.2 Discussion of Tactics for System Enhancements

The two main GigaSight developers were presented with the complete list of architectural tactics for cyber-foraging so they could confirm the identified tactics. In addition, they were asked what tactics not implemented in the system would be useful to address some of the GigaSight requirements or desired features. The developers identified the following architectural tactics:

- **Surrogate Provisioning from the Mobile Device (Section 3.2.3.2)**
- **Surrogate Provisioning from the Cloud (Section 3.2.3.3):** While having cloudlets pre-provisioned with a user’s Personal VM as presented in Section 5.3.4.2 is acceptable for a prototype implementation, a more flexible form of provisioning would be necessary to make the system production-ready. A hybrid strategy that combines provisioning from the cloud and the mobile device would work well for the GigaSight system. Generic Personal VMs could be provisioned from the cloud. For privacy reasons, the filters used in the denaturing process could be provisioned from the mobile device. For the GigaSight system, the latency drawback of provisioning from the cloud does not apply: only in very few cases, such as a lost child scenario, would it be important to have the indexed tags of the denatured videos rapidly available.

- **Resource-Adapted Computation (Section 3.3.1.3):** This tactic could be explored in GigaSight to address content that is highly sensitive. For example, coarse-grained denaturing of entire frames with sensitive content could take place on the device before sending to the cloudlet. The denaturing process on the cloudlet is more fine-grained, where only parts of individual frames are denatured. The fine-grained denaturing process that takes place on the cloudlet is much more computation intensive than the coarse-grained one that would execute on the mobile device.

- **Just-in-Time Containers (Section 3.3.3.1):** In the current GigaSight system, the Video Content Indexer VM is started at cloudlet startup and is always running. An alternative approach is to run the indexer only when needed (e.g., when there is a batch of N new videos available).

- **Surrogate Load Balancing (Section 3.3.3.3):** Additional cloudlets
could be selected and started for denaturing and indexing video based on network connectivity and existing load on the cloudlet.

**Trusted Surrogates (Section 3.3.4.1):** A mechanism in which the mobile device could confirm the identity of the cloudlet would be crucial to implement because it would increase the user’s trust in the GigaSight system for denaturing raw videos with potentially sensitive information.

As additional information, the GigaSight system is the basis for a new large-scale event participation platform for the wireless transmission of user-generated videos. The goal of the system is to boost audience involvement and immersion by, for example, integrating user-generated content into the event experience [27]. The system is in the field test phase (as of December 2015). Two tactics will be considered for resource optimization and therefore scalability of the system to deal with large amounts of users:

- **Resource-Adapted Computation (Section 3.3.1.3):** Some of the analytics that run on the cloudlets could run on the device itself at a lower scale to detect shakiness, blurred, or dark/bright video. This should help in only uploading higher-quality videos.

- **Right-Sized Containers (Section 3.3.3.2):** The moments when the load on the system will be high could be predicted based on the script of the event, i.e., some moments of the show are more interesting to capture than others. At these times, larger containers could be created to process larger amounts of captured video.

### 5.3.5.3 Findings

The goal of the case study was to discover (1) which of the architectural tactics for cyber-foraging can be identified in the GigaSight system, and (2) how do the implemented tactics support their intended functional and non-functional requirements. The context for the case study is the validation of the tactics in real systems.

The analysis of the GigaSight system identified four architectural tactics for cyber-foraging. Similar to the Tactical Cloudlets analysis, tactics were identified to satisfy the main functional requirements for a cyber-foraging system presented in Section 3.2:

- Pre-Provisioned Surrogate was used for surrogate provisioning
- Local Surrogate Directory was used for surrogate discovery
• Out-Bound Pre-Processing was used to implement data staging capabilities

In addition, the Client-Side Data Caching tactic was used to implement a fault tolerance non-functional requirement to store captured video until a surrogate is available so that it can continue functioning despite being disconnected from a surrogate.

However, there were some gaps in the identified tactics (Section 5.3.5.1) that create opportunities for improvement of the tactics catalog:

1. Consistent with the Tactical Cloudlets system (Section 4.3.5.3), tactics should differentiate between core and optional components and interactions. Each optional component/interaction should contain rationale for when it is necessary to include it in the implementation of the tactic.

2. Consistent with the Tactical Cloudlets system, even if tactics are targeted at promoting a particular system quality, the tactics may have an effect on other system qualities, further supporting the value of decision models such as the ones that will be presented in Chapter 8.

3. Consistent with the Tactical Cloudlets system, as tactics are implemented in operational cyber-foraging systems it is likely that variations will arise. The GigaSight system introduced a potential tactic variation of the Client-Side Data Caching tactic that always caches data, as opposed to only caching data when a surrogate is not found.

4. Functional and non-functional requirements in cyber-foraging systems can also be met by technology selection, rather than by the use of a particular tactic. In the GigaSight system, the use of VMs as containers had a positive effect on scalability/elasticity as well as privacy. Insights that are gained from the implementation and evaluation of cyber-foraging systems could be added as notes to the tactics to provide even greater value to software architects.

The utility of the tactics was supported by the main developer for the GigaSight system in the following statement: “It is helpful for developers to have some ‘best practices’ in software architecture for cyber foraging. Today, we already have many patterns (e.g., Gang of Four [43]), but these are very focused on object-orientation, rather than on taking into account the actual deployment. Having a reference list of tactics, plus possibly coding elements in the future, would, in my view, be very helpful in designing production-grade cyber-foraging applications. So far, cyber-foraging has not truly left the lab.
prototype phase and typically good software design practices are second hand during this phase of the research. But with cloudlets, micro data centers, and edge clouds appearing everywhere, there will emerge a need from industry on this.”

The identification and analysis of these tactics in the GigaSight system therefore answers the research questions for the case study, and, in combination with the utility statement from one of the system developers, serves as a validation of the tactics in cyber-foraging systems for data staging.

5.3.6 Threats to Validity

There are two main threats to validity of the results of this case study. The first is related to *internal validity* because the data collection and analysis was conducted by a single researcher and therefore subjective interpretations might exist. To mitigate this threat, collected data was reviewed by system developers that confirmed that the data collected was an accurate representation of the system. The developers also confirmed that the identified tactics were indeed present in the system. The second threat is related to *external validity*, specifically whether the findings are generalizable given that the results are drawn from the analysis of a single system. To mitigate this threat we conducted two additional case studies that are reported in Chapters 4 and 6. In addition, the system developers were provided with the full set of tactics and asked to identify tactics that could be used to enhance the current system. The developers identified several tactics and recognized the potential for the tactics to build a better system.

5.4 Conclusions

This chapter presented the results of the second of three case studies to validate the architectural tactics for cyber-foraging presented in Chapter 3, in the context of RQ2, which is to identify the architectural tactics that can be derived from the architectural design decisions identified by the SLR.

For this case study, as in the Tactical Cloudlets system, two research questions were defined for an existing data staging system:

1. *Which of the architectural tactics for cyber-foraging can be identified in the GigaSight system?*

The analysis of the GigaSight system resulted in the identification of four architectural tactics for data staging, cloudlet provisioning, cloudlet discovery and fault tolerance. In addition, elements of these tactics were also used to
meet energy efficiency requirements as well as privacy requirements. Scalability requirements were met by a combination of tactics plus the selection of virtual machines as containers for data processing applications.

Although based on the analysis of a single system, the results show that a subset of the architectural tactics was found in an existing cyber-foraging system for data staging. In addition, several gaps were identified that further show that there is great potential to further extend the tactics catalog as more operational cyber-foraging systems are developed and evaluated.

2. How do the implemented tactics support their intended functional and non-functional requirements?

System testing and data collection show that the implemented tactics meet their intended functional and non-functional requirements.

More importantly, the results of this case study further show that there is potential for taking a tactics-driven approach to fulfill functional and non-functional requirements for cyber-foraging systems. As indicated by the developers of the GigaSight system, a catalog of architectural tactics would definitely be an asset for the development of real cyber-foraging systems. The next case study explores the use of the architectural tactics in the development of a new computation offload and data staging cyber-foraging system.
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Case Study 3: AgroTempus — Using Architectural Tactics for Cyber-Foraging Systems Development

This chapter addresses research question RQ2 and is the final of three case studies to validate the architectural tactics presented in Chapter 3. The goal of this case study is to demonstrate the use of the architectural tactics in the development of a cyber-foraging system for both computation offload and data staging targeted at agricultural knowledge exchange in resource-challenged regions, to then determine how the selected tactics support their intended functional and non-functional requirements.

6.1 Introduction

This chapter continues the validation of the architectural tactics for cyber-foraging presented in Chapter 3, in the context of research question RQ2: What architectural tactics can be derived from the identified architectural design decisions? The goal of this third case study is to identify tactics that could be used in the development of the AgroTempus system, targeted at agricultural knowledge exchange in resource-challenged regions, and then to validate if the implementation of each of the tactics met its intended functional and non-functional requirements.

As in the case studies in the previous two chapters, we followed the guidelines for conducting case studies from [15] and [118]. Accordingly, the structure of the chapter follows the steps proposed in these guidelines. Section 6.2
presents the case study design, including research questions and procedures for
data collection and analysis. Section 6.3 presents the results of the case study
and threats to validity. Section 6.4 concludes the chapter with a summary of
the findings as well as their implications and limitations.

6.2 Case Study Design

6.2.1 Research Questions

Given the goal to determine if the architectural tactics for cyber-foraging iden-
tified in Chapter 3 can be used in the development of the AgroTempus system,
we defined the following research questions to be answered in the execution of
the case study. These questions are slightly different from the previous two
case studies as the context is the use of the tactics in new development, as
opposed to the analysis of an existing system to identify tactics.

- Which of the architectural tactics for cyber-foraging can be used in the
development of the AgroTempus system to fulfill its functional and non-
functional requirements?

- How do the selected tactics support their intended functional and non-
functional requirements?

6.2.2 Data Collection Procedure

Data collection involves identifying the data to be collected, defining a data
collection plan, and defining how the data will be stored [15]. Given that the
goal of this case study is to determine if the architectural tactics for cyber-
foraging can be used in the development of a new system, the data collection is
executed with direct observation of the development process (first degree data
collection method) combined with developer and project stakeholder interviews
for validation (first degree data collection method) [118].

We therefore define the following steps to collect data about the use of
architectural tactics for cyber-foraging in the development of the AgroTempus
system that will enable us to answer the case study research questions:

1. Gather system requirements: System requirements are gathered by the
system developer from the main project stakeholder. The identified re-
quirements are documented and confirmed by the main stakeholder.
2. Map system requirements to architectural tactics for cyber-foraging: The system developer maps system requirements to functional and non-functional tactics for cyber-foraging that could be used in the realization of the requirements.

3. Develop system architecture: The system developer designs the software architecture for the AgroTempus system using components derived from the identified architectural tactics, combined with components to address requirements that are outside the scope of the architectural tactics for cyber-foraging. The system architecture is documented as a component-and-connector diagram.

4. Map architecture components to system requirements: The system developer maps architecture components to system requirements to ensure that all system requirements are assigned to components of the architecture.

5. Map architecture components to identified architectural tactics: The system developer maps architecture components and design decisions to elements of the identified tactics.

6. Implement system based on system architecture: The system developer implements the system according to specifications provided by the system architecture.

6.2.3 Analysis Procedure

Once the system is implemented, we perform two activities as part of the analysis:

1. Qualitatively and quantitatively (if possible) determine if the implementation of the tactics meets the corresponding system requirements: The system is validated against the system functional and non-functional requirements to determine if requirements are met as intended by the architectural tactics.

2. The developer is observed and interviewed throughout the design and implementation of the system to understand how the architectural tactics were used and how they influenced the development process.
6.3 Results

6.3.1 System Context

As many developing areas have to deal with the lack of proper access to resources such as Internet and electricity, cyber-foraging offers potential solutions to these resource challenges by leveraging proximate surrogates that can provide services that involve heavy computation such as image processing, store large sets of data collected in the field, or store information retrieved from data centers during scarce moments of Internet connectivity.

The goal of the AgroTempus system is to enable people involved in agriculture (e.g., farmers and non-governmental organization (NGO) employees helping farmers), who work in environments with little to no access to the Internet or electricity, to collect and retrieve data about the weather in their area. AgroTempus performs different types of computation on the collected data as examples of valuable services for its users.

End users interact with the system with smartphones, the proliferation of which is predicted to rise significantly in the coming years in developing regions [34][125]. The capabilities of the mobile applications running on the smartphone are extended by surrogates in the form of single-board computers running on solar power. To be able to eventually store all collected data in a cloud-based back-end, a mobile hub carrying a computer system with increased storage capabilities will connect to each surrogate periodically, and eventually connect to the Internet. This also makes it possible to propagate data from the Internet to the surrogates and mobile devices. This setup was inspired by the DakNet project in India [97].

Figure 6.1 shows an overview of the system. The mobile hub (3) is a computer system with networking and storage capabilities (e.g., laptop) carried by a vehicle. It can move from villages that lack access to the Internet to a larger city that does have access (1), such that it can store as well as retrieve data that can then be used for services in the villages. Surrogates (4) are single-board computers (e.g., Raspberry Pi\(^1\)), extended with network adapters and solar batteries. Mobile devices (2) are smartphones, most of which will be in the low-end range, generally with computing capability and storage capacity lower than the surrogates.

\(^1\)http://www.raspberrypi.org/
6.3.2 System Requirements

6.3.2.1 Functional Requirements

The AgroTempus system needs to satisfy the following functional requirements.

- **FR1: Store weather data**: NGO employees and farmers can store weather data related to a certain area via a mobile app.

- **FR2: Retrieve weather data**: NGO employees and farmers can retrieve weather data related to a certain area using a mobile app. This data is derived from earlier reports (FR1), as well as from a third-party weather API accessible via the Internet.

- **FR3: Perform regressions on weather data**: NGO employees can select a weather information dataset and perform a regression on it using the mobile app. A visualization of the results will be available when the operation completes.

- **FR4: Predict future weather data values**: NGO employees and farmers can obtain predictions of future values of variables related to
the weather, based on data collected in the field, up to a week in the future.

- **FR5: Surrogate setup**: Surrogates are assigned to serve a certain region and as such need a setup procedure that enables NGO employees to enter the correct settings before it can be used.

- **FR6: Forecast delivery**: Weather forecasts for the region that the user is in can be retrieved using a mobile app.

- **FR7: Integration with cloud-based storage systems**: The system eventually stores all data collected from mobile devices in a cloud-based system such as ERS [17].

- **FR8: Voice interface**: The user interface for the farmers can support voice instructions to help users navigate the app.

- **FR9: Synchronize weather data**: Periodically, the latest weather forecasts and data for relevant regions are retrieved from a third-party weather API on the Internet. This data is eventually stored on the surrogates.

- **FR10: Surrogate registration on mobile hub**: When new surrogates are added to the system and are operational, their identification and location information (as provided in FR5) is stored on the mobile hub so that it can collect relevant data for this surrogate (FR9).

### 6.3.2.2 Non-Functional Requirements

The AgroTempus system needs to satisfy the following non-functional requirements.

- **NFR1: Fault tolerance and reliability**: The system should be able to recover from failures such as crashes and loss of connection between mobile devices and surrogates.
  
  - Because it is expected that there will be few people proficient in IT in the regions where the system will be used, surrogates should be able to detect failures in the services that they offer and restart them accordingly.
  
  - Losing connection during the interaction between surrogates and mobile hubs, as well as between surrogates and mobile devices,
should not cause the services running on the surrogates to stop functioning.

– Because it is expected that mobile app users will regularly be moving in and out of range of surrogates during use of the system, this should not cause users to lose results of completed computations or lose data that they have stored on the mobile app.

• NFR2: Ease of deployment: The system should be easy to deploy.

  – The mobile app can be installed through an app store and does not have to be configured. It should detect and connect to surrogates automatically.

  – Surrogates have to be configured locally (FR5), and this process should be able to be performed by NGO personnel with only basic IT knowledge. It should be a simple process, comparable to entering data in a form and confirming.

  – Active surrogates should register with the mobile hub automatically on first connection.

• NFR3: Usability: Literacy among users of mobile devices will vary. Most end users will have low technical knowledge as well. The interfaces to the functionality that they use should be understandable to them.

  – Text in English, including voice explanations.

  – Text in French, including voice explanations (one of the target languages, but will not be implemented in the AgroTempus system).

• NFR4: Extensibility: Developing new functionality and adding it to the system should be supported and made easy. A standard format for services that perform either computation offload or data staging should be available to future developers, including documentation and an example.

• NFR5: Energy efficiency: The mobile device and surrogate systems will run in an energy-challenged environment. Access to electrical power is limited and not always available.

  – Energy use on mobile devices should be minimized.

  – Energy use on surrogates should be minimized, but energy efficiency for mobile devices has higher priority.
• **NFR6: Capacity**: Low-end smartphones have low storage capacity and therefore storage should, for the most part, be the responsibility of the surrogates and mobile hubs.
  
  - The surrogate should be able to provide computation offload and data staging capabilities to multiple users at the same time.
  - Storage used on smartphones should be kept under 100 MB, not counting results for calculations that the user has saved.
  - Surrogates should be able to run 10 instances of services at the same time.

• **NFR7: Availability**: Capabilities provided by surrogates should, in principle, be available 24 hours a day. However, because surrogates will run on solar energy, it is expected that they can run out of energy during heavy use, especially during periods with no or little sunshine.
  
  - Every 24-hour period, the surrogate should be able to deliver services amounting to 4 hours of surrogate activity. This does not provide guarantees about unavailability due to crashes (which is discussed in NFR1 and NFR9).
  - When remaining battery life drops below 10% of the battery’s capacity, computations that will take longer than 5 minutes should be queued until the battery is recharged to above 15%.

• **NFR8: Performance**: There are no hard performance requirements, except for the transfer of data between the mobile hub and the surrogate. This is because the window during which there is opportunity to interchange data is short and infrequent.
  
  - The transfer of data between the mobile hub and the surrogate should be prioritized over other offloaded computation or data staging operations that the surrogate is performing.
  - The only operation with higher priority is the registration of a new surrogate.
  - The mobile hub should check for a surrogate broadcast signal at least 10 times per second, as long as it is not interacting with one already.
  - The surrogate should broadcast its presence at least 10 times per second.
• **NFR9: Recovery**: When a surrogate has crashed, restarting the hardware should have it operational again within 10 minutes. Similarly, when a mobile hub has crashed, resetting the hardware should have it operational again within 10 minutes.

• **NFR10: Data integrity**: When weather data is entered on the mobile app, it should be checked for valid values, e.g., temperature values between certain valid limits. The same applies to setup data during the setup process.

### 6.3.2.3 Constraints and Assumptions

The following constraints for the development of the AgroTempus system were identified:

• **C1: Low cost infrastructure and hardware**: End-users will mostly use low-end mobile devices, while the rest of the system will be deployed on hardware locally, for which the cost should be as low as possible.

• **C2: Use of FirefoxOS**: Agrotempus has to be developed for the FirefoxOS mobile operating system [89]. FirefoxOS is open source, based on standard Web APIs, and targeted at low-end smartphones and developing markets.

• **C3: Use of open standards**: There is a preference for open source components and the use of open standards where possible.

• **C4: Use of Java**: Because the implementation platform for surrogates is still evolving, the preference is to use Java due to its portability.

Only one assumption for the system was identified:

• **A1: Concurrent access to multiple surrogates**: Surrogate signals do not overlap because there is only one surrogate per village. This means the mobile devices and mobile hub can connect to different surrogates, but never at the same time.

### 6.3.3 Mapping of System Requirements to Architectural Tactics

Based on the functional and non-functional requirements for the AgroTempus system, several tactics were identified by the developer as feasible for their
fulfillment. The mapping of system requirements to architectural tactics from the catalog presented in Chapter 3 is shown in Table 6.1. The rationale for the selection of each tactic, as indicated by the developer, is provided in the following sub-sections.

Table 6.1: Mapping of System Requirements to Architectural Tactics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation Offload</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out-Bound Pre-Processing</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Fetching</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Provisioned Surrogate</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surrogate Broadcast</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cached Results</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client-Side Data Caching</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Just-in-Time Containers</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.3.3.1 Computation Offload

The Computation Offload tactic (Section 3.2.1) enables mobile clients to offload expensive computation to surrogates. Regression and weather value prediction using extrapolation (FR3 and FR4) are computation-intensive operations that are initiated by the user on the mobile device, but the computation is offloaded to the surrogate. Data sets on which these operations are performed are located at the surrogates and can be reasonably large, while the input for the operations is a small set of variables of simple data types. Offloading small input/output, energy-intensive computations to the surrogate is the main method to minimize energy consumption on the mobile device (NFR5).
Offloading from low-end mobile devices to surrogates with more computational power and data storage facilities increases the capacity of the system (NFR6).

### 6.3.3.2 Out-Bound Pre-Processing

In the Out-Bound Pre-Processing tactic (Section 3.2.2.3) surrogates collect data from mobile devices and pre-process the data – clean, filter, summarize, or merge — such that the data that is sent on to the enterprise cloud is ready for consumption and serves an immediate need. Weather data collected on mobile devices (FR1) is stored locally until it has been successfully transferred to a surrogate. The surrogates will store this data indefinitely, both to make it accessible to mobile users in the future, but also to make it available to the mobile hub, which will collect all data eventually. This data will not be saved on the mobile device after it has been successfully transferred to the surrogate because storage is limited on the low-end mobile devices (NFR6). The mobile hub will eventually be able to store new data that was entered on the mobile device in the cloud when it connects to the Internet (FR7). In the AgroTempus system there are therefore two levels of data staging: first at the surrogate and then at the mobile hub.

### 6.3.3.3 Pre-Fetching

The Pre-Fetching tactic (Section 3.2.2.1) anticipates data needs in order to minimize communication to the cloud and reduce latency. The mobile hub, according to a defined pre-fetch algorithm, retrieves weather data using a third-party weather API (FR9) based on the registered location of all the surrogates that it serves. Data retrieved from the mobile hub is stored on the surrogates and not the mobile devices to address storage limitations of low-end mobile devices (NFR6). Mobile devices that request weather data (FR2) will always obtain it from a surrogate where this data is staged, unless it has been explicitly saved on the mobile device by the user. The same is true for forecasts (FR6), which are calculated based on data downloaded from the mobile hub.

### 6.3.3.4 Pre-Provisioned Surrogate

In the Pre-Provisioned Surrogate tactic (Section 3.2.3.1) surrogates are provisioned before their deployment with the capabilities that are offloaded by mobile clients. All required functionality will be available on the surrogate from the start (FR1, FR2, FR3, FR4, FR6, FR7, FR9, FR10). Because all
surrogates serving all regions have the same capabilities, it is easier to provision them using the same OS image (e.g., Raspberry Pi with cloned SD card) (NFR2). The only difference between surrogates is the location and identification settings provided during the setup procedure (FR5). Restarting a pre-provisioned surrogate is easier to do if started from a common OS image (NFR9).

6.3.3.5 Surrogate Broadcast

In the Surrogate Broadcast tactic (Section 3.2.4.3) surrogates advertise their availability and selected metadata to mobile devices for discovery. Mobile device users should be able to make use of system functionality as soon as they install the app and come in range of a surrogate. To increase the ease of deployment (NFR2), surrogates broadcast their presence and mobile devices in need of surrogate services can pick up on these broadcasts. Surrogate broadcast is also key for the automatic registration of newly deployed surrogates with the mobile hub as soon as they are in communication range (FR10). Lastly, because the opportunities for interaction between surrogates and the mobile hub are scarce, both the surrogate broadcasting its presence continuously and the mobile hub continuously trying to discover surrogates are key to the system’s performance (NFR8).

6.3.3.6 Cached Results

The Cached Results tactic (Section 3.3.2.3) enables a system to cache results and state on a surrogate until the mobile device is able to reconnect. The interaction between mobile devices and surrogates is susceptible to loss of connection in the AgroTempus system. When computation offload (FR3, FR4) has been correctly initiated, but the mobile user moves out of range of the surrogate during the computation, results should be cached (NFR1) so they can be sent to the user as soon as the mobile device connects to the surrogate again to promote availability (NFR7).

6.3.3.7 Client-Side Data Caching

The Client-Side Data Caching tactic is a variation of the Cached Results tactic (Section 3.3.2.3). Data collected by a mobile client is cached on the mobile device and sent to the surrogate upon connection or re-connection. Because mobile devices are not always in proximity of a surrogate, when entering weather data (FR1) without an available connection, data is cached on the mobile device.
device (NFR1), which will periodically try to resend the data. In this case, caching is used to enable users to keep working with the app, saving new readings, and not having to worry about the data being saved immediately on the surrogate, therefore promoting availability (NFR7).

### 6.3.3.8 Just-in-Time Containers

The Just-in-Time Containers tactic (Section 3.3.3.1) creates a container and/or an instance of the offloaded code upon receipt of an offload request and then destroys the instance of the offloaded code when the offload request is completed. Data regression (FR3) and weather value prediction (FR4) are heavy computations that will be used infrequently. Therefore, as opposed to the other services offered by surrogates, these services are better suited to run in their own containers, such that small operations will not get queued behind these large computations. To be able to handle multiple computation offload requests at the same time, as well as to not let these large computations cause small data transfers to have to wait for them (NFR6), each time a request for a computation offload is received at the surrogate, a container with the necessary functionality is created. Because requests for computation offload will be infrequent, often with long periods of time between requests, only creating containers for these capabilities when they are needed is a tactic that will save energy on the surrogate (NFR5).

### 6.3.4 System Architecture and Design

Based on the identified tactics, the developer created the high-level architecture for the AgroTempus system shown in Figure 6.2 as a UML component diagram. Some components of the architecture were derived from the architectural tactics and others were added to fulfill requirements not addressed by the tactics. The detailed components and mapping to the tactics are presented in Section 6.3.6. The main elements of the architecture are:

- **Mobile Device Components**
  - CD1: Voice Support Manager: Manages the voice snippets that map to the user interface elements.
  - CD3: Mobile App Storage Manager: Manages storage of all permanent data and user settings on the mobile app, except for data
that is being staged before moving to the surrogate. Storing and retrieving data is done through its interfaces: *Store app data* and *Retrieve app data*.

- **CD4: Offload Client**: Handles computation offload from the mobile app to the surrogate, initiated through component CD2.
- **CD5: Mobile App Data Exchange Client**: Handles staging data and transferring it from the mobile app to the surrogate after it has been entered via component CD2. It also handles requesting and receiving data from the surrogate.
- **CD22: Surrogate Discovery Manager**: Finds available surrogate services.

**Surrogate Components**

- **CD6: Offload Server**: Handles requests for computation offload from mobile devices.
- **CD7: Setup Manager**: Implements the setup process for newly deployed surrogates. Provides the interface *Setup surrogate*, which is used by component CD10 when the setup process is started.
- **CD8: Data Request Server**: Handles requests for data stored on the surrogate from mobile devices, as well as from the mobile hub.
- **CD9: Offloaded Computation Manager**: Creates containers that run offloaded computation and ensures that results are eventually stored in component CD13.
- **CD10: Surrogate User Interface**: User interface component for the surrogate, available when a screen and mouse/keyboard are connected to the surrogate (e.g., during the setup process or to check console output).
- **CD11: Broadcast Manager**: Broadcasts the presence of the surrogate and its capabilities through the interface *Broadcast services*. It is key for all requirements in which interaction between the surrogate and other system nodes is involved.
- **CD12: Data Storage Server**: Handles requests from mobile devices and the mobile hub for storing data on the surrogate.
- **CD13: Surrogate Storage Manager**: Manages storage of all permanent data, computation results, and settings on the surrogate. The interfaces for data retrieval include the possibility to delete data after a successful transmission.
• Mobile Hub Components
  – CD14: Surrogate Registration Manager: Handles the registration of surrogates that are new to the system by picking up broadcasts from component CD11 and storing new surrogate data in component CD19.
  – CD15: Mobile Hub Synchronization Client: Manages synchronization of data between the mobile hub and the surrogate.
  – CD17: Cloud Synchronization Client: Ensures that data stored in the system is backed up to a cloud repository by interacting with component CD20.
  – CD18: API Data Fetcher: Retrieves weather data from a third party API and stores it on the mobile hub via component CD19. It also periodically checks whether the surrogate list stored by this component has new entries.
  – CD19: Mobile Hub Storage Manager: Handles storage and retrieval of data on the mobile hub, including settings, staged data, permanent weather data, and the list of known surrogates.

• Cloud Repository Component (External)
  – CD20: Cloud Repository Storage Manager: Third-party component that interacts with component CD17 to ensure that data stored in the system is backed up to a cloud repository.

• Internet Weather Service (External)
  – CD21: Weather API: Third-party component that provides weather data and forecasts through a REST interface.

6.3.5 Mapping of Architectural Components to System Requirements

The mapping of functional and non-functional requirements to components of the architecture is shown in Table 6.2. All requirements are implemented by one or more components, with the exception of NFR4: Extensibility because this requirement is related to the creation of artifacts to support developers, such as templates and documentation, and not to specific runtime components.
Figure 6.2: High-Level Architecture of the AgroTempus System
Table 6.2: Mapping of System Requirements to Architecture Componentss

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CD1: Voice Support Manager</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD2: App User Interface</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD3: App Storage Manager</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD4: Offload Client</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD5: App Data Exch Client</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD6: Offload Server</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD7: Setup Manager</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD8: Data Request Server</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD9: Offloaded Comp Manager</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD10: Surrogate UI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD11: Broadcast Manager</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD12: Data Storage Server</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD13: Surrogate Storage Mgr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD14: Surrogate Reg Mgr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD15: Mobile Hub Sync Client</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD16: Mobile Hub UI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD17: Cloud Sync Client</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD18: API Data Fetcher</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD19: Mobile Hub Storage Mgr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD20: Cloud Repo Storage Mgr</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD21: Weather API</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD22: Surrogate Discovery Mgr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.3.6 Mapping of Architectural Components to Identified Architectural Tactics

The mapping between architecture components and the architectural tactics identified in Section 6.3.3 is provided in the following subsections to show component details, as well as the mapping to specific architectural tactic elements. All design decisions described at this point correspond to the initially-designed system. The final implementation decisions are described in Section 6.3.7.

6.3.6.1 Computation Offload

The Computation Offload tactic is designed in the AgroTempus architecture as shown in Figure 6.3(b), with numbers to indicate the sequence of operations. The component names in Figure 6.3(a) are used as stereotypes for the components in Figure 6.3(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The offload operation takes place as follows:

1-2. The Cyber-Foraging Enabled App User Interface requests to start an offloaded computation with input Input.
3. The Offload Server receives the request and invokes the Offloaded Computation Manager.
4. The Offloaded Computation Manager starts the offloaded computation in a separate Java Thread inside the JVM.

The main difference between the Computation Offload tactic and the AgroTempus architecture is how the offloaded computation is executed. In the tactic shown in Figure 6.3(a), after the offloaded computation is set up, the control returns to the Cyber-Foraging Enabled Mobile App, which then executes the offloaded computation via the operation 4: Execute(Input). This is because the assumption is that the app interacts with the offloaded code in a request/response manner until the app closes. In the AgroTempus system, offloaded computation corresponds to a lengthy computation that is executed only once in an offload request. Therefore, the Input to the offloaded computation is sent in the initial request to offload.

6.3.6.2 Out-Bound Pre-Processing

The Out-Bound Pre-Processing tactic is designed in the AgroTempus architecture as shown in Figure 6.4(b), with numbers to indicate the sequence of operations. The component names in Figure 6.4(a) are used as stereotypes for
Figure 6.3: Mapping of the AgroTempus Architecture to the Computation Offload Tactic
the components in Figure 6.4(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The data staging from the mobile device to the operation takes place as follows:

1. The Cyber-Foraging Enabled App User Interface captures weather data and sends it to the Mobile App Data Exchange Client.

2-3. The Mobile App Data Exchange Client queues the weather data until a surrogate is in range and then sends it to the Data Storage Server for storage on the surrogate via the Surrogate Storage Manager.

4. The Data Request Server on the surrogate waits for a weather data request from the Mobile Hub Synchronization Manager (this happens when the mobile hub is in range of the surrogate).

5-6. The Data Request Server retrieves the weather data and sends it to the mobile hub for storage on the mobile hub via the Mobile Hub Storage Manager.

7-9. Once the Cloud Synchronization Client on the mobile hub has connectivity to the cloud repository, it retrieves the weather data from the Mobile Hub Storage Manager and sends it to the Cloud Repository Storage Manager for storage in the Cloud Repository.

The difference between the AgroTempus architecture and the Out-Bound Pre-Processing tactic is that the AgroTempus system performs data staging at two levels to get data from the mobile devices to the cloud: first at the surrogate and then at the mobile hub. Therefore, the Data Request Server on the surrogate and the Cloud Synchronization Client on the mobile hub perform two roles: data processing application for the cached data and communication manager for passing the information to the next level en route to the enterprise cloud.

6.3.6.3 Pre-Fetching

The Pre-Fetching tactic is designed in the AgroTempus architecture as shown in Figure 6.5(b), with numbers to indicate the sequence of operations. The component names in Figure 6.5(a) are used as stereotypes for the components in Figure 6.5(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The pre-fetching of data from the enterprise cloud to the surrogates serving mobile devices takes place as follows:
1. When the Mobile Hub has access to the Internet Weather Service, the Cloud Synchronization Client retrieves all weather data for the surrogates that it serves from the Weather API, based on the Surrogate Location List. It then caches the retrieved weather data.

2-3. When the Mobile Hub is in proximity of a Surrogate that it serves, the Mobile Hub Synchronization Manager reads the data for the surrogate location and pushes it to the Data Request Server on the Surrogate.

4. The Data Request Server caches the data on the Surrogate via the Surrogate Storage Manager.

5-7. When the mobile app has a request for weather data, the data is obtained from the Surrogate.

---

**Figure 6.4: Mapping of the AgroTempus Architecture to the Out-Bound Pre-Processing Tactic**

1. When the Mobile Hub has access to the Internet Weather Service, the Cloud Synchronization Client retrieves all weather data for the surrogates that it serves from the Weather API, based on the Surrogate Location List. It then caches the retrieved weather data.

2-3. When the Mobile Hub is in proximity of a Surrogate that it serves, the Mobile Hub Synchronization Manager reads the data for the surrogate location and pushes it to the Data Request Server on the Surrogate.

4. The Data Request Server caches the data on the Surrogate via the Surrogate Storage Manager.

5-7. When the mobile app has a request for weather data, the data is obtained from the Surrogate.
There are two differences between the AgroTempus architecture and the Pre-Fetching tactic:

1. The AgroTempus system performs data staging at two levels to pre-fetch data from the cloud and host it on the surrogates: first from the cloud to the mobile hub, and then from the mobile hub to the surrogate.

2. The Pre-Fetch Algorithm and Pre-Fetch hints reside on the mobile hub and not on the mobile client. This is because the mobile hub needs to
fetch data from the cloud at a point in time when it is not likely that it will be near a surrogate or a mobile device. The Surrogate Location List is populated during Surrogate Registration (FR10).

6.3.6.4 Pre-Provisioned Surrogate

The Pre-Provisioned Surrogate tactic is designed in the AgroTempus architecture as shown in Figure 6.6(b), with numbers to indicate the sequence of operations. The component names in Figure 6.6(a) are used as stereotypes for the components in Figure 6.6(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The provisioning of capabilities on the surrogate takes place as follows:

1. A Terminal on the Surrogate is used to load the Surrogate Component Code Files on the Surrogate.
2-3. The Terminal is used to start the Surrogate User Interface to obtain setup parameters for the surrogate, such as location.
4-6. The Surrogate User Interface invokes the Setup Manager to start the remaining surrogate components.

Step 1 of the provisioning process is only executed once prior to surrogate deployment. Steps 2 and 3 are executed only once during surrogate deployment. Steps 4-6 are executed manually during deployment, and then automatically on start/restart of the surrogate. There is not the equivalent of the Capability Metadata component nor a Capability Registry component because the capabilities provided to all mobile devices are the same and are not advertised. In addition, there is not the equivalent of a Remote User Interface because surrogates are envisioned to be low cost, low-end servers that are set up on site.

6.3.6.5 Surrogate Broadcast

The Surrogate Broadcast tactic is designed in the AgroTempus architecture as shown in Figure 6.7(b), with numbers to indicate the sequence of operations. The component names in Figure 6.7(a) are used as stereotypes for the components in Figure 6.7(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The discovery of a surrogate takes place as follows:
Figure 6.6: Mapping of the AgroTempus Architecture to the Pre-Provisioned Surrogate Tactic
0. The Broadcast Manager running on the Surrogate broadcasts its address.

1. The Cyber-Foraging Enabled Mobile App User Interface requests an offload operation.

2. The Offload Client receives the request and obtains the surrogate address from the Surrogate Discovery Manager.

3. The Offload Client sends the offload operation to the Offload Server at the surrogate address.

The difference between the AgroTempus architecture and the Surrogate Broadcast tactic is that there is no need to find an optimal surrogate because only one surrogate is available for a mobile device. The assumption as stated in Section 6.3.2.3 is that there is only one surrogate per village, and surrogate signals do not overlap. Even though not shown in the Figure 6.7, the surrogate also broadcasts its presence to the mobile hub via the same mechanism.

6.3.6.6 Cached Results

The Cached Results tactic is designed in the AgroTempus architecture as shown in Figure 6.8(b), with numbers to indicate the sequence of operations. The component names in Figure 6.8(a) are used as stereotypes for the components in Figure 6.8(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The caching of results on a surrogate takes place as follows:

1-2. The Cyber-Foraging Enabled App User Interface requests to start an offloaded computation with input \( \text{Input} \).

3. The Offload Server receives the request and invokes the Offloaded Computation Manager.

4-7. The Offloaded Computation Manager assigns the computation a unique identifier called a Ticket, starts the offloaded computation in a separate Java Thread inside the JVM, and returns an Acknowledgment to the Cyber-Foraging Enabled App User Interface with the assigned Ticket.

8. The Offloaded Computation executes and saves the results in the Surrogate Storage Manager with the assigned Ticket.

9-10. The Cyber-Foraging Enabled App User Interface, via the Mobile App Data Exchange Client, sends a request to the Data Request Server on the Surrogate for the results for the received Ticket.
Figure 6.7: Mapping of the AgroTempus Architecture to the Surrogate Broadcast Tactic
11-12. The Data Request Server retrieves the results from the Surrogate Storage Manager.

13. The Data Request Server returns the results to Mobile App Data Exchange Client.

14-16. If the connection to the Mobile Device breaks during the transmission, the results remain on the Surrogate until they can be successfully sent to the Mobile Device.

17. After successful transmission the results associated with the Ticket are deleted from the surrogate.

There are two differences between the AgroTempus architecture and the Cached Results tactic:

1. Because the offloaded computation is expected to be a lengthy operation, the Surrogate always saves the results in the Results Cache instead of attempting the send the results to the Mobile Device immediately.

2. The Surrogate Storage Manager resides outside the Container because it is shared by all offloaded computation and other surrogate components.

6.3.6.7 Client-Side Data Caching

The Client-Side Data Caching tactic is designed in the AgroTempus architecture as shown in Figure 6.9(b), with numbers to indicate the sequence of operations. The component names in Figure 6.9(a) are used as stereotypes for the components in Figure 6.9(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The storing of collected data on a mobile device until a surrogate is available takes place as follows:
Figure 6.8: Mapping of the AgroTempus Architecture to the Cached Results Tactic
1. The Cyber-Foraging Enabled App User Interface requests the Mobile App Data Exchange Client to add collected weather data its outbound queue.

[Repeat Until Outbound Queue is Empty]

2. The Mobile App Data Exchange client tries to find a surrogate (Section 6.3.6.5).

[If a Surrogate is Found]

3-4. Queued data is sent to the Data Storage Server for storage on the surrogate.

5-6. Is the storage operation is successful the sent data is deleted from the queue.

There are two differences between the AgroTempus architecture and the Client-Side Data Caching tactic:

1. Because the collection of weather data is likely going to be in the field where there will not be a Surrogate in proximity, the Mobile Device always queues the results in the Mobile App Data Exchange Client instead of attempting to send the results to the Surrogate immediately.

2. The Mobile Cache, implemented as a queue, is part of the Mobile Data Exchange Client instead of a separate storage component.

6.3.6.8 Just-in-Time Containers

The Just-in-Time Containers tactic is designed in the AgroTempus architecture as shown in Figure 6.10(b), with numbers to indicate the sequence of operations. The component names in Figure 6.10(a) are used as stereotypes for the components in Figure 6.10(b) to indicate the mapping between components. Only the components that are relevant to the tactic are included. The creation and destruction of containers for offloaded computation takes place as follows:
Figure 6.9: Mapping of the AgroTempus Architecture to the Client Side Data Caching Tactic
1-2. The Cyber-Foraging Enabled App User Interface requests to start an offloaded computation with input \textit{Input}.

3. The Offload Server receives the request and invokes the Offloaded Computation Manager.

4. The Offloaded Computation Manager starts the offloaded computation in a separate Java Thread inside the JVM.

5. Upon finishing the execution of the offloaded computation, the thread is terminated, therefore releasing allocated resources.

As with the Computation Offload tactic (Section 6.3.6.1), the main difference between the Just-in-Time Containers tactic and the AgroTempus architecture is that because the offloaded computation is only executed once, the \textit{Input} to the offloaded computation is sent in the initial request to offload.

### 6.3.7 System Implementation

A demo implementation of the AgroTempus system is available and documented at \url{http://reuelbrion.github.io/AgroTempus/}. Only the mobile app and surrogate components were developed as part of the demo because this is where the identified tactics are mainly implemented. The mobile hub and cloud components were simulated for the testing and evaluation of the system. The surrogate software was packaged for Raspberry Pi as a Raspbian OS image with an auto-start script. Raspbian is a Linux distribution optimized for Raspberry Pi [105]. The image was tested on a Raspberry Pi 2 Model B with a TP-Link TL-WN722N wireless adapter, as shown in Figure 6.11.

The mobile app (\textit{Mobile Device} components in Figure 6.2) is a Firefox OS app, which is essentially a Web app consisting of HTML pages, CSS style sheets, and Javascript code. Most of the app logic is written in plain Javascript with minimal use of the JQuery library [116].

The surrogate (\textit{Surrogate} components in Figure 6.2) was implemented in Java as a multi-threaded application. The component \textit{CD9: Offloaded Computation Manager} that performs weather data regression and prediction makes use of the Java chart library JFreeChart [91] that offers tools to perform regression on data sets, as well as to generate plot images to visualize the results in common image formats. The same component also makes use of the Apache Commons Codec libraries [115] to convert images generated by JFreeChart into Base64\(^2\) binary string format.

\footnote{Base64 is a set of binary-to-text encoding schemes commonly used when sending binary data over a network.}
Figure 6.10: Mapping of the AgroTempus Architecture to the Just-in-Time Containers Tactic
For communication between components residing on different nodes, JSON (JavaScript Object Notation) [61] was selected as the standard message and data storage structure. This format is used by free weather APIs such as OpenWeatherMap [94] and works well with Javascript. To be able to use JSON objects in the surrogate code, the system makes use of the JSON.simple toolkit [36]. JSON is also used by IndexedDB, the selected data storage API for FirefoxOS [90].

6.3.8 Analysis

6.3.8.1 System Evaluation

The AgroTempus system implementation included seven of the eight tactics listed in Table 6.1. At implementation time, no working ad-hoc networking library was found for Firefox OS. Therefore, the Surrogate Broadcast tactic could not be used for surrogate discovery in the mobile app. The Local Surrogate Directory tactic (Section 3.2.4.1) was instead used for surrogate discovery. A list of surrogates, including connection details, is maintained on the mobile app. This way, whenever a surrogate service is needed, the mobile app tries
to connect to each surrogate one by one until it can make a connection to a surrogate that provides the needed capabilities.

Extensive testing of the system was performed in order to verify that the implemented system satisfies its intended functional and non-functional requirements. The implementation details for each tactic are detailed below.

The **Computation Offload** tactic was implemented as designed and tested successfully. It is used to perform data regression (FR3) and prediction of future weather values (FR4), two computation-intensive operations. In addition, the generation of the regression chart images is another potentially computation-intensive operation that is also performed on the surrogate. Even though energy consumption was not measured on the mobile device to demonstrate energy efficiency (NFR5), these are two examples of operations that consume and produce small amounts of information compared to their computational requirements, which is known benefit from cyber-foraging [70]. The data regression operation takes as input a weather variable name (Temperature, Humidity, Pressure or Wind Speed), regression type (currently accepts only Linear, but can be easily extended to support other types such as Logistic and Polynomial), a start date, and the number of days to extrapolate, and produces a graph (PNG image) showing all the data points and the regression line. The weather value prediction operation has a weather variable name as input and produces a list of predictions for the variable for the next 7 days. Given that the mobile devices that the AgroTempus app is intended to run on are low-end smartphones with limited computing and storage capabilities, the Raspberry Pi surrogate, although limited as well, still offers more computational power and data storage to increase the capacity of the system (NFR6). The smartphone used for test and evaluation was a ZTE Open C 4.0 with an MSM8210 Dual-Core 1.2GHz CPU and 512MB RAM [131]. The Raspberry Pi 2 Model B has a 900MHz quad-core ARM Cortex-A7 CPU and 1GB RAM [104], and supports SD cards up to 32GB for storage. Given the successful implementation of the tactic as designed, an improvement for the tactics catalog would be to include a variation of the Computation Offload tactic for cases where there is a single request to offload instead of a continued request/response interaction between a mobile device and a surrogate.

The **Out-Bound Pre-Processing** tactic is used for intermediate storage of weather data on the surrogate (FR1) and eventual storage of weather data in the cloud (FR7). It was implemented as designed between the mobile device and the surrogate. Data captured on the mobile device was successfully transmitted and stored on the surrogate. Transmission of the weather data to the mobile hub and eventual storage on the cloud was simulated. As indicated in the evaluation of the Computation Offload tactic, data storage on the surro-
gate is larger than what is available on the mobile device, therefore increasing the storage capability of the system (NFR6). In addition, as will be described in the implementation of the Client-Side Data Caching tactic, weather data is deleted on the mobile device after successful transmission to the surrogate to also increase storage capacity. Although not tested end-to-end with real data, there is potential for the Out-Bound Pre-Processing tactic to implement more than one level of data staging as long as the client and surrogate roles are replicated across levels. An improvement for the catalog would be to include a variation of the Out-Bound Pre-Processing tactic for multi-level data staging.

The Pre-Fetching tactic was simulated in the demo implementation by loading a static set of weather data on the surrogate at startup time and tested successfully. The data was used and retrieved by the mobile app (FR2). Because of the lack of a mobile hub and cloud implementation, the complete fetching of data from the cloud to the surrogate (FR9) was not tested. However, the implementation of the fetch and store capabilities implemented in surrogate components CD8: Data Request Server and CD13: Surrogate Storage Manager would be equivalent to the discover and store capabilities on the mobile hub that would act as an intermediary between the cloud and the surrogate (CD17: Cloud Synchronization Client and CD19: Mobile Hub Storage Manager). As indicated in the evaluation of the previous two tactics, data storage on the surrogate is larger than what is available on the mobile device, therefore increasing the storage capability of the system (NFR6). Similar to the Out-Bound Pre-Processing tactic, there is potential for the Pre-Fetching tactic to implement more than one level of data staging as long as the client and surrogate roles are replicated across levels. An improvement for the tactics catalog would be to include a variation of the Pre-Fetching tactic for multi-level data staging.

The Pre-Provisioned Surrogate was implemented as designed and tested successfully. It enables all the functional requirements of the system, except for the voice interface (FR8) which was not implemented in the demo. All offloaded computation (short and long operations) is loaded on the surrogate upon setup and is packaged inside a Raspbian OS image with auto-start capabilities, as mentioned earlier, to support ease of deployment (NFR2). This same auto-start capability enables surrogate recovery after crashes (NFR9). Similar to the GigaSight system implementation of the Pre-Provisioned Surrogate tactic (Section 5.3.5.1), the AgroTempus implementation confirms that an improvement for a future version of the tactic would be to mark the Capabilities Metadata and Capability Registry components as optional because they are not necessary when capabilities are not advertised.

The Surrogate Broadcast tactic was not implemented in the AgroTemp-
pus system as indicated earlier. The **Local Surrogate Directory** tactic was used for surrogate discovery and implemented as indicated in the tactic. Ease of deployment (NFR2) is not as strongly supported by this tactic as would have been with the Surrogate Broadcast tactic. In the current implementation the list of surrogates is hard-coded in the mobile app. The original intent was to include surrogate metadata in a QR code on a sticker that would be placed on the surrogate. A mobile device that would want to make use of the surrogate would read the QR code, which would add the metadata to the list of available surrogates. However, as of the time of implementation, there were no QR libraries available for Firefox OS. Even though it was not tested with a mobile hub, there are multiple options for surrogate broadcast for Java which could be used by the surrogate to broadcast its presence to the mobile hub, such as the ZeroConf protocol used by the Tactical Cloudlets system (Section 4.3.4.3). To satisfy the performance requirement (NFR8), once a surrogate is contacted by a mobile hub, all running threads would be suspended until synchronization with the mobile hub is complete.

The **Cached Results** tactic was implemented in the surrogate as designed and tested successfully. Results of the data regression (FR2) and weather value prediction (FR4) operations are always stored on the surrogate and not sent to the mobile device until requested in order to support fault tolerance (NFR1). This is in case the mobile device moves out of the range of the surrogate before the computation completes. The results are saved until the mobile device connects to the surrogate, therefore promoting availability (NFR7). The change made in the design to always saves results on the surrogate when offloaded operations are expected to be lengthy, instead of attempting to send results to the mobile device immediately, could be added as a variation of the Cached Results tactic.

The **Client-Side Data Caching** tactic was implemented as designed and tested successfully. Data captured in the field (FR1) is stored on the mobile device until a surrogate is available, to promote fault tolerance (NFR1). The results are saved on the mobile device until it can connect to a surrogate, therefore promoting availability (NFR7). Similar to the Cached Results tactic, the change made in the design to always queue the results instead of attempting to send the results to the surrogate immediately could be added as a variation of the Client-Side Data Caching tactic.

The **Just-in-Time Containers** tactic was implemented as designed and tested successfully. When data regression (FR3) and prediction of future weather values (FR4) are offloaded, the system starts the computation in a separate thread, which is destroyed upon completion, therefore increasing the available capacity of the system (NFR6). In addition, because the computation
only runs upon request, energy is saved on the surrogate (NFR5).

Based on this analysis, nine of the ten functional requirements were successfully supported through one or more of the available tactics, as shown in Table 6.1. The Voice Interface requirement (FR8) was not implemented due to project constraints but also because it was known that it would not be implemented through any of the tactics.

Similarly, seven of the ten non-functional requirements were successfully supported through one or more of the available tactics, as also shown in Table 6.1. The usability requirement to support multiple languages (NFR3), similar to the voice interface requirement, was not implemented due to project constraints, but also because it was known that it would not be implemented through any of the tactics. The extensibility requirement to support the development of new services (NFR4) was partially implemented outside of the tactics, through the initial implementation of the project website that contains the mobile app and surrogate code, as well as documentation (http://reuelbrion.github.io/AgroTempus/). The current documentation needs to be augmented to fully support the requirement by providing more detailed guidance to developers (e.g., location of extension points, templates for new services). Finally, the data integrity requirement to provide data checks (NFR10) was not implemented due to project constraints, but could be easily be implemented outside of the tactics through input validation code in the user interface components.

6.3.8.2 Developer Observation and Feedback

Throughout the process we met with the developer once a week to check on project status and observe how the tactics were being used. The general development process that was followed is consistent with the structure of this section: (1) requirements elicitation, (2) mapping of requirements to tactics, (3) architecture, (4) mapping of components to architecture, (5) design, (6) implementation, and (7) testing and evaluation. Because of the nature of the case study, the developer was asked to document the project during the entire process.

The developer found the tactics easy to understand and use. The most difficult part for the developer was determining, based on the tactics, which of the components would be needed to implement the requirements. Feedback for a future version of the tactics is to provide differentiation between core and optional components of the tactic, consistent with the findings from the previous two case studies. Another recommendation from the developer was to include sample code and potentially a list of libraries/platforms that can...
be used to implement common requirements of cyber-foraging systems. The inclusion of sample code with the tactics is consistent with the feedback from the main developer of the GigaSight system (Section 5.3.5.3).

The developer also found the tactics to be useful in the development of the system. As stated by the developer: “The models that were used as a blueprint during development were in large constructed from the tactics; they were instrumental in providing a good foundation for the application.”

### 6.3.8.3 Findings

The goal of the case study was to discover (1) which of the architectural tactics for cyber-foraging can be used in the development of the AgroTempus system to fulfill its functional and non-functional requirements, and (2) how do the selected tactics support their intended functional and non-functional requirements. The context for the case study is the validation of the tactics in real systems.

Eight tactics were identified to satisfy system requirements, of which seven were implemented in the system, and one had to be replaced by an alternative tactic due to a technology constraint. As in the Tactical Cloudlets and GigaSight systems discussed in the two previous chapters, tactics were identified and implemented to satisfy the main functional requirements for a cyber-foraging system, as presented in Section 3.2:

- Pre-Provisioned Surrogate was used for surrogate provisioning
- Local Surrogate Directory was used for surrogate discovery (replacing Surrogate Broadcast)
- Computation Offload was used to implement computation offload capabilities
- Out-Bound Pre-Processing and Pre-Fetching were used to implement data staging capabilities

Two fault tolerance tactics, Cached Results and Client-Side Data Caching, were used to satisfy fault tolerance and availability requirements. Just-In-Time Containers, a resource optimization tactic, was used to satisfy surrogate capacity and energy efficiency requirements.

All the tactics were implemented as designed, but there were several changes that were made at design time to better fulfill requirements. Even though the essence of each tactic remained the same, these changes create opportunities for improvement of the tactics catalog. In particular, variations to the
the Computation Offload, Out-Bound Pre-Processing, Cached Results, and Client-Side Data Caching tactics were identified.

The case study shows that there are different ways to implement tactics, mainly determined by system constraints and assumptions, but also by mobile device and surrogate computing power and specifications, as well as usage contexts. For example, VMs are used as data and computation containers in the Tactical Cloudlets and GigaSight systems (Chapters 4 and 5) because of the flexibility that they provide, but also because the surrogates are expected to be high-end servers. For the AgroTempus system the selection of using JVMs as computation containers is a better choice because they have less overhead and consume less resources on the machine. They do not provide the flexibility of VMs, but this is not required in the more static usage context of AgroTempus.

The case study also showed that technology selection can sometimes be a barrier to the use of tactics and therefore effective satisfaction of requirements. The use of Firefox OS as the mobile device operating system did not allow the implementation of the Surrogate Broadcast tactic because of the lack of libraries for discovery in this platform. In addition, the lack of libraries for QR code reading also affected the ease of deployment requirement that was associated to the Local Surrogate Directory tactic that replaced that Surrogate Broadcast tactic for surrogate discovery. These technology insights that are gained from the implementation and evaluation of cyber-foraging systems could be added as notes to the tactics to provide even greater value to software architects.

Finally, as more real cyber-foraging systems are deployed, more tactics and non-functional requirements will emerge. For example, recovery was not a requirement that was identified as part of the SLR (Chapter 2) on architectural tactics for cyber-foraging. However, it is highly likely that this will be a requirement for cyber-foraging systems in resource-challenged environments, such as the AgroTempus usage context. Recovery in the AgroTempus system was implemented via the use of Java threads combined with a monitoring capability. Because service instances run in separate threads after the initial connection, a failed service thread will not affect the main service thread. Passing data between threads happens through thread-safe queues (java.util.concurrent.ConcurrentLinkedQueue). The main surrogate process periodically checks whether all service threads are alive, and crashed threads are restarted. A generalization of this approach could easily be codified as a Surrogate Recovery tactic.

In summary, the tactics were successfully used to create an architecture and
implementation of the AgroTempus system that fulfills most of its relevant requirements, which answers the research questions for the case study. In combination with the utility statement from the system developer, this serves as a validation of the tactics for development of cyber-foraging systems for computation offload and data staging.

6.3.9 Threats to Validity

There are two main threats to validity of the results of this case study. The first is related to internal validity because the data collection and analysis was conducted by a single researcher and therefore subjective interpretations might exist. To mitigate this threat, data collected from several sources (evolving system documentation, the code base, and ongoing developer interviews) was confirmed by the developer such that we could have immediate feedback. The second threat is related to external validity, specifically whether the findings are generalizable given that the results are drawn from the development of a single system. To mitigate this threat we conducted two additional case studies that are reported in Chapters 4 and 5. The results of this case study are consistent with the previous two case studies, with a confirmation from the developer on the usefulness of the tactics to build cyber-foraging systems.

6.4 Conclusions

This chapter presented the results of the last of three case studies to validate the architectural tactics for cyber-foraging presented in Chapter 3, in the context of RQ2, which is to identify the architectural tactics that can be derived from the architectural design decisions identified by the SLR.

For this case study two research questions were defined for the development of a cyber-foraging system for computation offload and data staging.

1. Which of the architectural tactics for cyber-foraging can be used in the development of the AgroTempus system to fulfill its functional and non-functional requirements?

The analysis of the AgroTempus system resulted in the identification of eight architectural tactics, seven of which were implemented in the system. One tactic had to be replaced due to technology constraints. In addition, elements of these tactics were also used to meet energy efficiency, ease of deployment, and performance requirements. The recovery requirement was implemented via a mechanism that could easily be codified as a new tactic,
especially applicable to cyber-foraging systems in resource-constrained environments. In addition, several tactic variations were identified.

Although based on the analysis of a single system, the results show that a tactics-driven approach can be used for the development of cyber-foraging systems for computation offload and data staging.

2. How do the selected tactics support their intended functional and non-functional requirements?

System testing shows that the implemented tactics meet their intended functional and non-functional requirements. As indicated by the developer of the AgroTempus system, the architectural tactics constituted a strong foundation for the development of the system.

The variety of the usage contexts explored in only these three case studies shows that there is potential for many uses of cyber-foraging systems. The next chapter identifies the usage contexts that benefit from cyber-foraging, along with the functional and non-functional requirements that drive systems development.
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Characterization of Cyber-Foraging Usage Contexts

This chapter addresses research question RQ3 and presents a characterization of usage contexts for cyber-foraging defined in terms of functional and non-functional requirements for cyber-foraging systems. The goal of the characterization is to provide context for software engineering life cycle activities for cyber-foraging systems, such as requirements engineering, software architecture, and quality assurance, with the intent of developing systems that fully realize the benefits of cyber-foraging.

7.1 Introduction

Surrogate-based cyber-foraging enables mobile devices to extend their computing power and storage by offloading computation or data to more powerful servers located in in single-hop proximity (i.e., surrogates). There are many domains and applications that can benefit from the longer battery life and better application performance on mobile devices that is typically associated to the use of cyber-foraging, such as field operations, sensor systems, and entertainment. However, obtaining these benefits in operational systems requires meeting functional and non-functional requirements that vary depending on the usage context of the cyber-foraging system.

This chapter presents the characterization of the usage domains and contexts that benefit from surrogate-based cyber-foraging, defined in terms of functional and non-functional requirements. The goal of this characterization is to provide context for software engineering life cycle activities for cyber-foraging systems, such as requirements engineering, software architecture, and
quality assurance, with the intent of developing systems that fully realize the benefits of cyber-foraging.

The next section describes the analysis that led to the characterization of usage contexts for cyber-foraging. Sections 7.3, 7.4, and 7.5 contain the details of each identified usage context. Finally, Section 7.6 summarizes and concludes the chapter.

7.2 Analysis

In Chapter 2 we presented the results of a systematic literature review (SLR) on architectures for cyber-foraging. Common design decisions present in the cyber-foraging systems described in the primary studies were codified into architectural tactics for cyber-foraging and then grouped into functional and non-functional architectural tactics as shown in Chapter 3.

To identify cyber-foraging usage contexts we started with the same set of primary studies identified in the SLR. In the first phase, for each primary study we extracted the names of the environments and types of applications that were being targeted in the cyber-foraging systems described in each study, either as examples or case studies. We then clustered these results based on similarity. The results of the mapping between usage contexts and primary studies is shown in Table 7.1. The first column contains the name given to the cluster of studies that defines the usage context. The second column contains the set of the applications and domains used in the primary studies as examples or case studies. The last column contains the names of the cyber-foraging systems from the primary studies.

In the second phase we revisited the primary studies in each usage context extracting functional requirements (FRs) and nonfunctional requirements (NFRs) explicitly and implicitly stated in each study, with the goal of identifying recurring requirements in each usage context. Each FR and NFR that was stated in at least three of the primary studies was considered a recurring requirement. The exception is the Mobile Applications in Hostile Environments usage context which only has two studies, in which case we considered it recurring if it was stated in both studies.

The identified FRs and NFRs for each usage context are shown in the conceptual model in Figure 7.1, inspired by UML class diagrams and the inheritance relationship. The rectangles with the rounded top corners represent a context characterization and include FRs and NFRs that are common across more than one usage context. The rectangles marked with UC# represent the usage contexts derived from Table 7.1 and include FRs and NFRs that
are unique to that usage context. Each usage context inherits FRs and NFRs from context characterizations and other usage contexts, as defined by the inheritance relationship between elements. The FRs and NFRs are labeled in order to facilitate the mapping to the description of the usage contexts in the next section, along with the benefits of cyber-foraging for the usage context and the constraints for obtaining these benefits. Some FRs, such as FR1, appear in several context characterizations and usage contexts. In this case, the inheriting element is “overriding” the FR with specific details for the context characterization or usage context. As a reference, Table 7.2 included at the end of this chapter contains a summary of recurring functional and non-functional requirements for each usage context.
Table 7.1: Cyber-Foraging Usage Contexts: Mapping of Primary Studies

<table>
<thead>
<tr>
<th>Usage Context</th>
<th>Example Applications and Domains</th>
<th>Systems in Primary Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation-Intensive Mobile</td>
<td>Image, audio and video processing and manipulation</td>
<td>Chroma [9]</td>
</tr>
<tr>
<td>Applications (Short Operations)</td>
<td>Face detection and recognition</td>
<td>Computation and Compilation</td>
</tr>
<tr>
<td></td>
<td>Speech recognition</td>
<td>Offload [18]</td>
</tr>
<tr>
<td></td>
<td>Speech translation</td>
<td>Cloud Media Services [19]</td>
</tr>
<tr>
<td></td>
<td>Antivirus/Anti-malware</td>
<td>CloneCloud [22]</td>
</tr>
<tr>
<td></td>
<td>Gaming (AI-based)</td>
<td>HPC-as-a-Service [30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OpenCL-Enabled Kernels [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Real Options Analysis [35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Collective Surrogates [48]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Virtual Phone [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Single-Server Offloading [56]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Android Extensions [57]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ThinAV [59]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cuckoo [62]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ThinkAir [64]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MACS [65]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scavenger [67]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AMCO [72]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MCo [74]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PowerSense [82]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIDE [83]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PARM [88]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resource Furnishing System [92]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOME [96]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SmartVirtCloud [100]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPCloud [103]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VM-Based Cloudlets [108]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IC-Cloud [111]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIOLOS [117]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heterogeneous Auto-Offloading Framework for Mobile Web Browsers [128]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weblets [127]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DPartner [129]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Elastic HTML5 [126]</td>
</tr>
<tr>
<td>Mobile Applications in Low Coverage</td>
<td>Resource-challenged environments</td>
<td>Mobile Agents [5]</td>
</tr>
<tr>
<td>Environments</td>
<td>Field operations (e.g., researchers, medics, sales and marketing)</td>
<td>Edge Proxy [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mobile Information Access</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Architecture for Occasionally Connected Computing [8]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAUI [26]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3DMA [39]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spectra [41]</td>
</tr>
</tbody>
</table>

Continued on next page
### Table 7.1 – Continued from previous page

<table>
<thead>
<tr>
<th>Usage Context</th>
<th>Example Applications and Domains</th>
<th>Systems in Primary Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation-Intensive Mobile Applications</td>
<td>Service-based applications&lt;br&gt;Workflow-based applications&lt;br&gt;Search-based applications (discrete tasks or single replicated task)</td>
<td>Cloud Operating System to Support Multi-Server Offloading [56]&lt;br&gt;Odessa [101]&lt;br&gt;SPADE [112]&lt;br&gt;Offloading Toolkit and Service [121]</td>
</tr>
<tr>
<td>(Long Operations)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile Applications in Hostile Environments</td>
<td>Emergency response&lt;br&gt;Military operations</td>
<td>Cloudlets [52]&lt;br&gt;Application Virtualization on Cloudlets [84]</td>
</tr>
<tr>
<td>Data-Intensive Mobile Applications</td>
<td>Mobile cloud applications&lt;br&gt;Online gaming&lt;br&gt;Data-rich domains</td>
<td>Kahawai [26]&lt;br&gt;AlfredO [47]&lt;br&gt;Telemedik [71]&lt;br&gt;Cloud Personal Assistant [93]</td>
</tr>
</tbody>
</table>

### 7.3 Cyber-Foraging Usage Contexts

As shown in the General context characterization in Figure 7.1, cyber-foraging systems in all usage contexts need to satisfy three non-functional requirements.
Figure 7.1: Conceptual Model for Cyber-Foraging Usage Contexts
Energy efficiency: Offloading computation should consume less energy than local execution based on the premise that offloading is beneficial when large amounts of computation are needed with relatively small amounts of communication [70].

Faster response time: Offloading computation should lead to a faster response time than local execution.

Increased computing power: Offloading computation and data should take advantage of the greater computing power of surrogates.

Depending on whether the main goal of the usage context is computation offload or data staging, additional FRs and NFRs need to be satisfied, as shown in the following sections.

7.4 Computation Offload Usage Contexts

Cyber foraging systems that perform computation offload need to satisfy a general requirement related to the offload operation, as shown in the Computation Offload context characterization in Figure 7.1.

Offload of computation-intensive operations: A cyber-foraging-enabled application, upon encountering computation-intensive code explicitly marked for offload, determines if the conditions are appropriate for offload (e.g., surrogate availability, network conditions, remaining battery). If so, the mobile device locates a surrogate for offload, offloads the computation, and waits for a response from the surrogate.

7.4.1 Usage Context 1: Computation-Intensive Mobile Applications (Short Operations)

The systems in this usage context are mobile applications that contain computation-intensive operations which if executed on a mobile device would take in the order of tens of seconds, but if offloaded could improve response time considerably. These are typically request-response, synchronous operations such as:
• Image, audio, and video processing and manipulation
• Face detection and recognition
• Speech recognition and translation
• Virus and malware detection
• Gaming algorithm execution (typically AI-based)

As shown in the usage context \textit{UC1} in Figure 7.1, in addition to FR1, NFR1, NFR2, and NFR3, cyber-foraging systems in this usage context need to satisfy a functional requirement related to maintainability and evolvability.

\begin{center}
\begin{tabular}{|l|}
\hline
\textbf{(NFR4) Maintainability and Evolvability:} Systems may perform a runtime decision to offload. In this case, two versions of the same code (local and remote) need to be maintained and evolved over time.  \\
\hline
\end{tabular}
\end{center}

\textbf{Benefits}

The main benefit of cyber-foraging in this usage context is augmented execution capability due to computation offload (FR1) to more powerful resources (NFR3). Computation offload also reduces battery consumption (NFR1) which leads to longer battery life and provides better response times (NFR2) due to offload to proximate resources instead of remote cloud resources [10].

\textbf{Constraints}

Systems that make runtime decisions in this usage context to execute locally or remotely have the advantage of additional battery savings because offload only occurs when conditions are conducive to battery savings based on code characteristics, surrogate availability, and environment conditions (e.g. network quality, available bandwidth). Also, because operations take seconds to execute, restarting an operation locally due to a disconnected surrogate may not have a large negative effect on user experience if recovering does not exceed an acceptable wait time and the user is informed of the situation.

However, care has to be given to maintainability and evolvability (NFR4) because it is likely that two versions of the code have to be maintained: one for the mobile device and one for the surrogate. If not managed carefully it can lead to increased effort in parallel code maintenance and evolution.
7.4.2 Dynamic Environments

Cyber-foraging systems often operate in dynamic environments where connectivity between mobile devices and surrogates, or between surrogates and the cloud, cannot be guaranteed. These systems need to be able to detect and react to periods of disconnection, therefore requiring fault tolerance mechanisms as shown in the Dynamic Environments context characterization in Figure 7.1.

**(NFR5) Fault tolerance:** Mobile devices leveraging surrogates, and surrogates connected to the cloud, should be able to detect and react appropriately to periods of disconnection.

In situations in which connectivity between the surrogates and the cloud cannot be guaranteed, there is a need for surrogates to continue supporting the computational and data needs of mobile devices even during periods of disconnection, as shown in the Dynamic Surrogate Environment context characterization in Figure 7.1.

**(FR2) Access to data residing in the cloud:** Surrogates serve as caches for data located in the cloud that is required by mobile applications.

**(FR3) Support for disconnected operations between surrogates and the cloud:** Surrogates should contain data that is required by mobile applications, and take advantage of available connectivity to the cloud to synchronize with master data sources and cache data that might be required given changes in context, user preferences, or user actions.

In situations in which connectivity between the mobile devices and surrogates cannot be guaranteed, there is a need for surrogates to save results of offload operations until connectivity is restored, or where computation can move as mobile devices move, as shown on the Dynamic Mobile Device Environment context characterization in Figure 7.1.

**(FR4) Support for disconnected operations between mobile devices and surrogates:** If a mobile device loses contact with the surrogate before it can obtain a result, the surrogate should save the results until the mobile device is reachable.
7.4.2.1 Usage Context 2: Mobile Applications in Low Coverage Environments.

Low coverage environments are characterized by disconnection, or occasional connectivity, between surrogates and the cloud, but potentially good connectivity between mobile devices and surrogates. Examples of applications and domains include:

- Resource-challenged environments: Less-privileged regions characterized by limited Internet access, limited electricity and network access, and potentially low levels of literacy can leverage surrogates, deployed in, for example, kiosks, to obtain information to support their communities.

- Field operations: People that spend time away from their main offices or labs, such as researchers, medics, and sales personnel, can leverage portable surrogates to support their computation and data needs.

As shown in the usage context UC2 in Figure 7.1, in addition to FR1, FR2, FR3, NFR1, NFR2, NFR3, and NFR5, cyber-foraging systems in this usage context need to satisfy a functional requirement related to ease of configuration.

**Benefits**

Mobile applications in low coverage environments can benefit from cyber-foraging in the following ways:

- Augmented execution due to computation offload (FR1) to more powerful resources (NFR3). In the case of resource-challenged environments, surrogates can execute computation-intensive operations such as speech, image or gesture recognition as alternate forms of input to account for low levels of literacy.
• Reduced battery consumption (NFR1) due to offload of computation-intensive operations which leads to longer battery life, especially in environments where recharging mobile devices is difficult.

• Better response times (NFR2) as well as lower energy consumption (NFR1) due to offload to proximate surrogates instead of remote cloud servers.

• Pre-provisioned surrogates (FR2) can carry all computation and data that is needed by surrogate users and can function disconnected from the cloud (FR3).

Constraints

The benefits of cyber-foraging are only possible if surrogates are properly pre-provisioned, that is, they contain all the data and computation required by the mobile applications that use them. Processes that predict computation and data usage based on user profiles, workflows, or access history are necessary to support ease of configuration (NFR6).

In addition, cyber-foraging systems operating in low coverage environments require fault tolerance (NFR5) mechanisms to be able to detect periods of connection and disconnection between surrogates and the cloud and seamlessly switch between operating in connected and disconnected mode. Surrogates should continue supporting mobile applications when disconnected from the cloud, even if in degraded mode.

7.4.2.2 Usage Context 3: Computation-Intensive Mobile applications (Long Operations).

The systems in this usage context are mobile applications that contain computation-intensive operations which if executed on a mobile device would take minutes to hours, but if offloaded could improve response time considerably. In most cases there is not an option for local execution given the computing requirements of the offloaded operations. These requirements are likely greater than what is available locally, or would drain the battery before returning a result. The types of applications that contain long operations — that are also typically asynchronous to avoid blocking — include:

• Service-based applications: Applications that are composed of a number of possibly independent services which may perform long operations.

• Workflow-based applications: Applications that execute a workflow that may include steps that are long-running, such as business applications in which the mobile application initiates a long-running business process.
• Search-based applications: Applications that require searching through large data sets, such as data analytics applications or applications that combine data from different sources. These applications can be composed of discrete tasks or single replicated tasks (i.e., executing the same search against different data sources).

While systems in this usage context still need to satisfy FR1 (computation offload), it would have to be redefined as *Offload of very computation-intensive operations*, as shown in UC3 in Figure 7.1. What this means is that upon encountering very computation-intensive code marked for offload, the mobile application locates a surrogate for offload, offloads the code, and either waits for a response from the surrogate (synchronous) or is notified by the surrogate that the operation is complete (asynchronous, i.e., at a later time and without blocking the application).

In addition to the redefined FR1, FR4, NFR1, NFR2, NFR3, NFR5, and NFR7, cyber-foraging systems in this usage context need to satisfy additional requirements related to parallel offload, if this option is available.

**(FR5) Parallel offload:** If surrogates are connected to other surrogates and operations are parallelizable, the cyber-foraging system should attempt to leverage the combined computing power of the set of available surrogates.

**(NFR8) Scalability:** If multiple connected surrogates are available, and offloaded operations are parallelizable, the system should be able to determine the optimal amount of surrogates to utilize for execution of the offloaded computation.

**Benefits**

Mobile applications that contain long computation-intensive operations can benefit from cyber-foraging in the following ways:

• Augmented execution capability due to computation offload (FR1) to more powerful resources (NFR3)

• Reduced battery consumption (NFR1) due to offload of long computation-intensive operations which leads to longer battery life

• Better response times (NFR2) as well as lower energy consumption (NFR1) due to offload to proximate resources instead of remote cloud resources.
Constraints

Long computation-intensive operations may require the resources of more than one surrogate in order to achieve the benefits of cyber-foraging. If possible, due to parallelization of these long computation-intensive operations, multiple connected surrogates would need to implement load balancing for scalability (NFR8, FR5). However, load balancing requires moving computation and data between surrogates, which in turn requires execution containers such as virtual machines that support code and data mobility (NFR7).

In addition, given that a mobile device may lose contact with a surrogate before the operation finishes, mechanisms such as caching data until the mobile device is reconnected, or using alternative communication mechanisms to reach the mobile device (e.g., SMS) are necessary (FR4). A user should be informed when this happens so that he/she knows that the results will not be available until reconnection (NFR5).

7.4.2.3 Usage Context 4: Computation-Intensive Mobile Applications in Hostile Environments.

Hostile environments, such as those in which emergency responders or military personnel operate, are characterized by very dynamic environments in which disconnected operations — or occasionally-connected operations — between surrogates and the cloud, and between mobile devices and surrogates, are highly likely.

In addition to FR1, FR2, FR3, FR4, NFR1, NFR2, NFR3, NFR5 and NFR6, systems in this usage context need to satisfy two non-functional requirements related to the hostility of the environment and potential loss of resources.

(NFR9) Ease of deployment: It should be easy to deploy surrogates in the field to support a mission (e.g., on vehicles, in tents, or in provisional operations centers).

(NFR10) Survivability: Surrogates and mobile applications should be able to continue operating in spite of disruptions caused by the operational environment.

Benefits

Mobile applications in hostile environments can benefit from cyber-foraging in the following ways:
• Augmented execution capability due to computation offload (FR1) to more powerful resources (NFR3)

• Reduced battery consumption (NFR1) due to offload of computation-intensive operations which leads to longer battery life, especially in these environments where recharging mobile devices may be difficult.

• Better response times (NFR2) as well as lower energy consumption (NFR1) due to offload to proximate resources instead of remote cloud resources.

• Pre-provisioned surrogates (FR2) can carry all data that is needed by surrogate users executing a mission and can function disconnected from the cloud (FR3).

• Runtime partitioning can be based on a basic algorithm that simply detects surrogate availability such that operations execute locally if a surrogate is not available (FR4).

• In case of disconnection, surrogates can cache offload operation results (FR4) until the mobile device is reconnected.

• If computation is self-contained (e.g., in a VM) and more than one surrogate is available, computation can migrate between surrogates due to mobile device mobility (i.e., mobile device moves beyond the range of a surrogate) and/or surrogate mobility (e.g., in case surrogates reside in vehicles) (FR4, NFR7).

**Constraints**

The benefits of cyber-foraging are only possible if surrogates are properly pre-provisioned, that is, they contain all the data and computation required by the mobile applications that use them. Processes that predict computation and data usage based on mission profiles, user profiles, workflows, or access history are necessary to support ease of configuration (NFR6).

In addition, cyber-foraging systems operating in hostile environments require fault tolerance mechanisms (NFR5) to be able to detect periods of connection and disconnection, and seamlessly switch between operating in connected and disconnected mode. Because of the uncertainty of connections between mobile devices and surrogates, fallback to local execution is required in case of unavailable surrogates or disconnection during offload operations (FR4).

Finally, hostile environments require systems to continue operating in spite of the uncertainly of the environment in order to ensure the success of missions.
Mechanisms to ensure ease of deployment (NFR9) and configuration (NFR6) such as self-contained capabilities and management consoles can support quick setup of surrogates and capabilities to support a mission. In addition, mechanisms that promote survivability (NFR10) such as multiple discoverable, connected surrogates that can load balance or transfer offloaded computation in case of disconnection (NFR7), are key to reaching the benefits of cyber-foraging in these environments.

7.4.2.4 Usage Context 5: Public Surrogates.

Publicly-available surrogates on which any user can offload computation-intensive operations is a vision for cyber-foraging cited by the studies included in Table 7.1 for this usage context, as well as Balan et al [9]: “Although deployment of compute servers for public use is not imminent, our work addresses future environments where they may be as common as water fountains, lighting fixtures, chairs or other public conveniences that we take for granted today. When public infrastructure is unavailable, other options may exist.” The goal of mobile applications that leverage public surrogates is seamless mobility, that is, the capability to move code (and data) between mobile devices and surrogates with minimal human intervention.

Although this usage context falls under Dynamic Environments, it is different from the other usage contexts in this group because computation offload is opportunistic instead of user-triggered. This is why FR1 is redefined as Opportunistic offload of computation-intensive operations. What this means is that upon discovery of an available surrogate, running mobile applications that are determined to be computation-intensive migrate their execution to the discovered surrogate (either manually or automatically). When the mobile device leaves the vicinity of the surrogate (or because of termination actions such as expiration time or manual intervention), the computation on the surrogate migrates back to the mobile device.

In addition to the redefined FR1, cyber-foraging systems in this usage context need to satisfy a functional requirement related to surrogate discovery.

**(FR6) Discoverable surrogates:** Surrogates should broadcast their presence to cyber-foraging-enabled mobile applications for discovery.

Also, in addition to NFR1, NFR2, NFR3 and NFR5, cyber-foraging systems in this usage context need to satisfy other non-functional requirements related to computation migration between mobile devices and offload to public surrogates.
(NFR11) Trust: When a mobile device discovers a surrogate it expects a trustworthy surrogate execution environment, meaning that once an offload operation starts, code and data are not maliciously modified or stolen, and that it provides trustful services. In the same way, a surrogate expects that a mobile device is a valid client and that it will not offload malicious code or use it as a vehicle to other code and data offloaded by other mobile devices.

(NFR12) Portability: Offloaded computation should be able to run on a variety of surrogate platforms.

(NFR13) Lossless user experience The migration of computation (and data) between a mobile device and a surrogate should cause minimal disruption to a user, other than what is defined in the migration process or protocol (e.g., authentication, manual disconnection).

Benefits
A benefit of cyber-foraging using public surrogates is augmented execution due to opportunistic computation offload (FR1) to more powerful, discoverable resources (FR6, NFR3). Reduced battery consumption (NFR1) due to offload of computation-intensive operations, which leads to longer battery life, is also a benefit. Finally, faster response times (NFR2) as well as lower energy consumption (NFR1) are expected due to offload to proximate, more powerful resources.

Constraints
Offload to public surrogates implies that the mobile user does not own the surrogate. Trust (NFR11) has to be built into the cyber-foraging system such that the mobile user trusts that code and data offloaded to the surrogate is not going to be compromised, and the surrogate trusts that the user will not use it to install malicious code.

In addition, given that the relationship between the mobile device and the surrogate is transient, fault tolerance (NFR5) mechanisms are required to detect when a mobile device is in proximity of a surrogate and when it is not such that it can seamlessly switch between local execution and remote execution (NFR13).

Finally, in public surrogates there is likely no control over their configuration. Portability of offloaded code and data (NFR12) is required in order to adapt to multiple execution environments. Virtual machines as execution
containers would be a good match for public surrogates.

7.5 Data Staging Usage Contexts

Cyber foraging systems that perform data staging need to satisfy two general requirements related to data staging and efficiency, as shown in the Data Staging context characterization in Figure 7.1.

(FR7) Staging data in transit to/from the cloud: Surrogates should act as intermediate data caches between mobile devices and the cloud.

(NFR14) Bandwidth efficiency: Mobile devices should offload data to surrogates, and surrogates should send data to mobile devices, only when conditions are conducive to bandwidth efficiency, such as when network quality is above an established threshold, when network traffic is below an established threshold, or when cached data reaches an established bundle size for sending.

7.5.1 Usage Context 6: Sensing Applications

The systems in this usage context are mobile applications that perform context, environment, or urban sensing using on-board sensors (e.g., camera, microphone, accelerometer) or connected sensors (e.g., gas, ambient temperature). The sensing applications collect data from these sensors and send it to surrogates as these become available. Examples of domains and applications in this usage context include:

- Context-aware applications: A mobile application uses sensors to acquire contextual information and send it to surrogates for processing, such as complex activity or scene recognition

- Healthcare: A mobile application is used by patients carrying body sensors to gather data from these sensors and send it on to surrogates for analysis.

- Intelligent transport systems: A mobile application integrated into a vehicle can obtain readings from multiple sensors and send the data to surrogates located at various points throughout the city to, for example,
perform traffic analysis and control, surveillance, or emergency management.

- Ambient intelligence: Ambient intelligence can be supported by mobile applications that sense contextual data and send it to surrogates for rapid processing to provide personalized, adaptive, and anticipatory services such as ambient control (e.g., lighting, music, temperature) and calendar management.

- Environmental monitoring: Mobile applications equipped with environmental sensors such as gas, pressure, or temperature collect data to send to surrogates for processing for disaster prevention, detection, and response activities.

- Participatory sensing (Crowdsensing): Crowdsensing refers to individuals using mobile devices with sensors that share information about an event or task of interest such as environmental monitoring, public safety, traffic monitoring, or collaborative searches.

In this usage context, surrogates typically act as intermediaries as sensed data flows from the mobile devices to the cloud, which is why FR7 (data staging) needs to be redefined as *Staging data in transit to the cloud* as shown in UC6 in Figure 7.1. This means that data collected on surrogates is stored for upload to the enterprise cloud when possible.

In addition to the redefined FR7, NFR1, NFR2, NFR3, and NFR14, cyber-foraging systems in this usage context need to satisfy additional requirements related to the role of surrogates as proximate, intermediate data caches.

<table>
<thead>
<tr>
<th><strong>FR8</strong> Sensor and/or continuous data stream processing:</th>
<th>As surrogates become available, sensor data collected by the mobile device is sent to the surrogate for processing and storage.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FR9</strong> Local data sharing and collaboration:</td>
<td>Surrogates store and process collected data to make it available to mobile devices that they are serving.</td>
</tr>
<tr>
<td><strong>NFR15</strong> Availability:</td>
<td>Surrogates should be available for data off-load from mobile devices. A corollary to this requirement is that mobile devices need to be able to deal with unavailable surrogates.</td>
</tr>
</tbody>
</table>

**Benefits**

There are multiple benefits of cyber-foraging for sensing applications:
• Offloading data (FR7) to surrogates releases storage space on mobile
devices to continue data collection activities (the surrogate storage can
be considered an extension to mobile device storage (NFR3)).

• Data staging on surrogates (FR8) enables data sharing and collabora-
tion (FR9) between mobile devices leveraging the same surrogate and
eventual upload of that data to the enterprise cloud (FR7).

• Similar to computation offload systems, offloading data processing op-
erations to surrogates minimizes battery consumption (NFR1) on the
mobile device.

• Proximate surrogates also enable faster response times (NFR2) for data
processing and queries than sending data/queries to remote clouds.

• Implementing a runtime decision mechanism for offloading data to surro-
gates optimizes available bandwidth (NFR14) and minimizes data trans-
fers thereby minimizing battery consumption (NFR1).

Constraints
Availability (NFR14) of the surrogate is key to realizing most of the stated
benefits of cyber-foraging for sensing applications. In addition to implement-
ing availability tactics on the surrogate, such as fault detection, recovery, and
prevention [13], a sensing application needs to detect surrogate unavailability,
cache data when the surrogate is unavailable, and make decisions on what
to do when operating in disconnected mode and storage capacity limits are
reached (e.g., perform local data processing, discard data, or stop operations).

7.5.2 Usage Context 7: Data-Intensive Mobile Applications

Data-intensive mobile applications rely on large sets of data to provide their
functionality. Data typically resides in data centers or in the enterprise cloud.
Examples of data-intensive applications and domains include:

• Mobile cloud applications: These applications provide a front end to data
residing in the cloud, such as social media apps, map and navigation
apps, and e-commerce applications.

• Online gaming applications: Online gaming requires continuous stream-
ing of data to and from the cloud in order to synchronize with other
players.
• Data-rich domains: Healthcare and other data-rich domains are characterized by large sets of connected data, which means that queries for one type of data typically trigger queries for other sets of related data.

Data-intensive mobile applications require large amounts of data that resides in the cloud and surrogates serve as intermediaries between mobile devices and the cloud to avoid direct communication to the cloud for every data operation. FR7 (data staging) is therefore redefined as *Staging data in transit from the cloud*, as shown in UC7 in Figure 7.1.

In addition to the redefined FR7, NFR1, NFR2, NFR3 and NFR14, cyber-foraging systems in this usage context need to satisfy additional requirements related to efficient data flows between the surrogate and the mobile device.

**(FR10) Display of prioritized/relevant information:** Mobile devices have small(er) screen sizes that limit the amount of information that can be displayed at a time. Surrogates pre-process data that is retrieved or pushed from the cloud, such that mobile devices receive data that is ready to be displayed, or filtered such that they only receive data of interest or relevance.

**(NFR16) Query Efficiency:** Queries should be executed against data located in proximate surrogates instead of data residing in the cloud.

**Benefits**
For data-intensive mobile applications, surrogates can cache data from the cloud (FR7) to minimize high latency communication between mobile devices and the cloud, which decreases response time (NFR2); provides extended, proximate data storage for applications (NFR3); and reduces battery consumption (NFR1).

Surrogates can perform data filtering and priorization (FR10) so that mobile device users receive only the data that they need (NFR2).

**Constraints**
Data-intensive mobile applications only benefit from cyber-foraging if the data that they need is already on the surrogate, in order to avoid direct communication to the cloud. This means that there have to be mechanisms on the surrogate to predict what data will be needed next by mobile applications (NFR16). Data may be pre-fetched based on mobile device context (e.g., location), user profile (e.g., preferences), access history (i.e., data that the user
has accessed in the past), or data relations (e.g., querying a purchase order also fetches vendor, product, and other data related to that order).

### 7.6 Summary and Conclusions

This chapter presented a characterization of usage contexts for cyber-foraging defined in terms of functional and non-functional requirements for cyber-foraging systems. The usage contexts ranged from the typical offload of short computation operations, to mobile applications in low coverage environments, to the much more demanding and visionary use of public surrogates. Each usage context showed that NFRs can encompass both benefits and constraints. What this means is that there are NFRs that enable a system to achieve the benefits of cyber-foraging, and there are other NFRs that, if not met, will compromise the benefits of cyber-foraging for mobile systems.

The goal for characterizing usage contexts is to help developers of computation- and data-intensive mobile systems (1) determine if cyber-foraging is the appropriate paradigm for reaching desired functional and non-functional requirements, (2) better understand the requirements that need to be met to realize the full benefits of cyber-foraging as well as the constraints for realizing those benefits, (3) develop scenarios and test cases that can be used to determine if requirements are being met.

The goal of the model is to provide context for software engineering life cycle activities for computation- and data-intensive mobile systems, with the intent of developing systems that fully realize the benefits of cyber-foraging.

- Requirements engineers can use the model to determine if cyber-foraging is the appropriate paradigm for reaching desired functional and non-functional requirements
- Software architects and designers can use the model to better understand the requirements that need to be met to realize the full benefits of cyber-foraging, as well as the constraints for realizing those benefits
- Quality assurance personnel can develop scenarios and test cases that can be used to determine if system requirements are being met.

As cyber-foraging becomes a standard feature for computation- and data-intensive mobile systems, it will become even more important to have models such as the one presented in this chapter. These usage contexts combined with the architectural tactics for cyber-foraging identified in Chapter 3 provide a standard language and set of reusable design decisions that will help in
developing better and more standard mobile systems that leverage all the potential benefits of cyber-foraging, as well as mobile devices and operating systems that enable and facilitate these benefits.

Table 7.2: Cyber-Foraging Usage Contexts: Functional and Non-Functional Requirements

<table>
<thead>
<tr>
<th>Usage Context</th>
<th>Recurring FRs</th>
<th>Recurring NFRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC1: Computation-Intensive Mobile Applications</td>
<td>(FR1) Offload of computation-intensive operations</td>
<td>(NFR1) Energy efficiency</td>
</tr>
<tr>
<td>(Short Operations)</td>
<td></td>
<td>(NFR2) Faster response time</td>
</tr>
<tr>
<td></td>
<td>(NFR3) Increased computing power</td>
<td>(NFR4) Maintainability and Evolvability</td>
</tr>
<tr>
<td>UC2: Mobile Applications in Low Coverage Environments</td>
<td>(FR1) Offload of computation-intensive operations</td>
<td>(NFR1) Energy efficiency</td>
</tr>
<tr>
<td></td>
<td>(FR2) Access to data residing in the cloud</td>
<td>(NFR2) Faster response time</td>
</tr>
<tr>
<td></td>
<td>(FR3) Disconnected operations between surrogates and the cloud</td>
<td>(NFR3) Increased computing power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR5) Fault tolerance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR6) Ease of configuration</td>
</tr>
<tr>
<td>UC3: Computation-Intensive Mobile Applications</td>
<td>(FR1) Offload of very computation-intensive operations</td>
<td>(NFR1) Energy efficiency</td>
</tr>
<tr>
<td>(Long Operations)</td>
<td>(FR4) Disconnected operations between mobile devices and surrogates</td>
<td>(NFR2) Faster response time</td>
</tr>
<tr>
<td></td>
<td>(FR5) Parallel offload</td>
<td>(NFR3) Increased computing power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR5) Fault tolerance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR7) Code/Data mobility</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR8) Scalability</td>
</tr>
<tr>
<td>UC4: Mobile Applications in Hostile Environments</td>
<td>(FR1) Offload of computation-intensive operations</td>
<td>(NFR1) Energy efficiency</td>
</tr>
<tr>
<td></td>
<td>(FR2) Access to data residing in the cloud</td>
<td>(NFR2) Faster response time</td>
</tr>
<tr>
<td></td>
<td>(FR3) Disconnected operations between surrogates and the cloud</td>
<td>(NFR3) Increased computing power</td>
</tr>
<tr>
<td></td>
<td>(FR4) Disconnected operations between mobile devices and surrogates</td>
<td>(NFR5) Fault tolerance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR6) Ease of configuration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR7) Code/Data mobility</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR9) Ease of deployment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(NFR10) Survivability</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Usage Context</th>
<th>Recurring FRs</th>
<th>Recurring NFRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC5: Public Surrogates</td>
<td>(FR1) Opportunistic offload of computation-intensive operations (FR6) Discoverable surrogates</td>
<td>(NFR1) Energy efficiency (NFR2) Faster response time (NFR3) Increased computing power (NFR5) Fault tolerance (NFR11) Trust (NFR12) Portability (NFR13) Lossless user experience</td>
</tr>
<tr>
<td>Sensing Applications</td>
<td>(FR7) Staging data in transit to the cloud (FR8) Sensor data and/or continuous data stream processing (FR9) Local data sharing and collaboration</td>
<td>(NFR1) Energy efficiency (NFR2) Faster response time (NFR3) Increased computing power (NFR14) Bandwidth efficiency (NFR15) Availability</td>
</tr>
<tr>
<td>Data-Intensive Mobile Applications</td>
<td>(FR7) Staging data in transit from the cloud (FR10) Display of prioritized/relevant information</td>
<td>(NFR1) Energy efficiency (NFR2) Faster response time (NFR3) Increased computing power (NFR14) Bandwidth efficiency (NFR16) Query efficiency</td>
</tr>
</tbody>
</table>
This chapter addresses research question RQ4 and presents a decision model based on a mapping of functional and non-functional requirements for cyber-foraging systems to the architectural tactics presented in Chapter 3, as well as relationships between tactics. The goal of the decision model is to guide the architecture and evolution of cyber-foraging systems that meet their intended functional and non-functional requirements, while understanding the effects of architectural decisions.

8.1 Introduction

There is a large amount of research in cyber-foraging as shown in Chapter 2, but the reality is that there are not many deployed, operational cyber-foraging systems. Given the promising results of cyber-foraging in terms of energy efficiency, reduced latency, and increased availability, combined with the emergence of cloudlets, micro data centers, and edge clouds [109], the need for cyber-foraging systems will arise from industry and government, along with a need for guidance for system architects and developers.

We present a decision model for cyber foraging systems that maps functional and non-functional requirements to the architectural tactics presented in Chapter 3. The goal of the decision model is to provide guidance for the architecture and evolution of cyber-foraging systems that meet their intended functional and non-functional requirements, while understanding the effects of decisions.
8.2 Mapping the Problem Space to the Solution Space

The creation of a decision model involves mapping elements of the problem space to elements of the solution space. In software architecture and design, the problem space is commonly represented as a set of requirements and the solution space is represented as a set of design elements [14][58]. For the development of a decision model for cyber-foraging systems, we represent the problem space as a set of functional and non-functional requirements, and the solution space as a set of architectural tactics, as shown in Figure 8.1. A single-headed arrow between a requirement and a tactic signifies that the tactic can be used to satisfy the requirement, as shown by the satisfies relationship in the figure. All architectural decisions have benefits and tradeoffs [13]. The benefits of using a tactic are represented in the decision model with a plus sign (+) followed by the promoted system quality. The tradeoffs of using a tactic are represented with a minus sign (-) followed by the system quality that is negatively affected.

To represent that a tactic could be used in combination with another tactic to address tradeoffs (i.e., applied together), we use a line with a double-headed arrow between tactics, as shown by the complements relationship in Figure 8.1. It is qualified in the same way as the satisfies relationship. If the use of a complementary tactic improves a system quality beyond the original tactic, or affects the system quality negatively beyond the original tactic, this is represented by a double plus sign (++) or a double negative sign (---), respectively. If there are conditions that have to be true for the tactic to effectively satisfy the requirement, or for a tactic to complement another tactic, these are represented as constraints connected to the satisfies or complements relationship with a dashed line. When a tactic complements another tactic it means that the initial tactic is required. Therefore, the qualities that come from using the initial tactic also apply to the combination of the tactics. For example, in Figure 8.1, the use of Tactic N to complement Tactic 1 means that the resulting system qualities of using the combination of the tactics are System Quality 1, Tradeoff 1, System Quality N, and Tradeoff N. If a system quality is associated to both the initial tactic and the complementary tactic but with a different qualification, the qualification of the complementary tactic overrides the qualification of the initial tactic.

To represent that there are several tactics that could complement a tactic and lead to the same result, we use the label [alternatives] to qualify the complements relationship. For example, in Figure 8.1, Tactics 3 and 4 are
alternatives for complementing Tactic 2. Note that the even though the result of applying either tactic is the same, the effect on system qualities can be different, as shown by System Quality 3, Tradeoff 3, System Quality 4, and Tradeoff 4.

Figure 8.1: Decision Model Notation
Figure 8.1 will be used as the template for the decision models for cyber-foraging systems described in the following sections. The legend in this figure applies to all the decision model figures. The requirements in the solution space are derived from the requirements presented in Chapter 7, complemented with requirements from the case studies presented in Chapters 4, 5, and 6. The tactics in the problem space are the architectural tactics for cyber-foraging presented in Chapter 3.

8.3 How to Use the Decision Models

Cyber-foraging systems have, at a minimum, the following combination of functional requirements (Section 3.2), which map to the first four tactic selection steps in Figure 8.2.

- A need for computation offload, data staging, or both
- A need to provision a surrogate with the offloaded computation or data staging capabilities
- A need for the mobile device to locate a surrogate at runtime

Then, based on additional functional and non-functional requirements, such as fault tolerance, resource optimization, scalability/elasticity, and security, complementary tactics are selected. As tactics in the decision models are combined, it is possible that system qualities are affected positively by one tactic and negatively by another. This is represented by the Conflict? decision point in Figure 8.2. This conflict needs to be analyzed to determine if the positive effects offset the negative effects, or if there is indeed a conflict. For example, if the negative effect on availability of using one tactic is because a surrogate may become disconnected (unreachable), and the positive effect of another tactic on availability is that it provides mechanisms for continuing operation when a surrogate is not available, then they offset each other (i.e., one tactic addresses the specific shortcoming of the other). However, if the positive effect of the second tactic on availability is that it enables surrogates to recover from failure, then the tactic is not addressing the specific shortcoming of the first tactic. In this case there is a conflict. Architecture evaluation techniques such as ATAM [13] could be used to further understand the resulting effect of the combination of tactics. If there is a conflict, the architect should look for additional tactics, or components outside of the tactics, to address the shortcomings. The following section contains the decision models for tactic selection.
Figure 8.2: How to Use the Decision Models
8.4 Decision Models for Cyber-Foraging Systems

The Computation Offload tactic (Section 3.2.1) enables mobile clients to offload expensive computation to surrogates. The decision model in Figure 8.3 starts from a functional requirement stating that a mobile system has a computing requirement in which the cost to execute the computation locally on the mobile client is greater than the cost to send and execute the computation on a surrogate. The result of using this tactic is *increased computing power* and *increased energy efficiency*. However, this tactic is based on an always-offload strategy (Section 2.5.1.2), which means that computation is always offloaded to a surrogate and never executed locally. There are two assumptions in this case that might not always be true (1) the surrogate is always available, and (2) it is always more beneficial to offload. The result of the first assumption is the potential for *reduced availability* because the computation will only execute if a surrogate is available. The result of the second assumption is the potential for *reduced resource efficiency* because even though executing the expensive computation on a surrogate leads to energy efficiency, changing network conditions might cause greater resource consumption (e.g., battery, memory, bandwidth) due to retransmissions and switching between power modes [29].

![Figure 8.3: Decision Model for Computation Offload](image)

8.4.1 Data Staging

Figure 8.4 presents a decision model for selecting data staging tactics. The Out-Bound Pre-Processing tactic (Section 3.2.2.3) enables mobile devices to collect data in the field, which is then stored on surrogates that can preprocess the data, such that the data that is sent on to the cloud is ready for
consumption and serves an immediate need. Data is uploaded to the cloud when network connectivity is available. This tactic *increases computing power* in the form of greater storage and data processing capabilities on the surrogate. It also provides *increased energy efficiency* because of the energy savings from using WiFi or short-range radio instead of broadband wireless to connect to the cloud [10]. Finally, it provides *increased bandwidth efficiency* between the surrogate and the cloud because the surrogate can clean, filter, or summarize data before sending it to the cloud. However, *availability is compromised* when systems require continued or eventual connectivity between mobile devices and surrogates, and between surrogates and the cloud, to function properly.

The In-Bound Pre-Processing tactic (Section 3.2.2.2) enables a mobile device to access data that is stored in the cloud via an intermediate surrogate. The data received from the surrogate is pre-processed such that it is ready to be consumed, or filtered such that it is data of interest or relevance. This tactic provides *increased computing power* in the form of greater storage and data processing power on the surrogate. It provides *increased bandwidth and storage efficiency* because it enables the surrogate to control the amount of data received by the mobile device. It *increases computing power and energy efficiency* as in the Out-Bound Pre-Processing tactic, but in addition by (1) avoiding direct communication to the cloud for every data operation, and (2) processing data for adequate visualization on mobile devices on the surrogate instead of the mobile device. However, similar to the Out-Bound Pre-Processing tactic, *availability is compromised* when system nodes require continued or eventual connectivity to function properly.

The Pre-Fetching tactic (Section 3.2.2.1) can be used to complement the In-Bound Pre-Processing tactic, but can also be used on its own to enable a mobile device to access data that is stored in the cloud via an intermediate surrogate, while providing elements to deal with intermittent connectivity between surrogates and the cloud and therefore *improving availability*. The surrogate, according to a defined pre-fetch algorithm, retrieves data from the cloud and stores it locally so that it is available to the mobile device when it needs it. This tactic *increases computing power* as in the In-Bound Pre-Processing tactic. It also *improves response time* because it anticipates data needs in order to minimize communication to the cloud and reduce latency. Access to the cloud is therefore only necessary when the data is not already available on the surrogate. However, it can *affect bandwidth efficiency negatively* between surrogates and the cloud if the pre-fetching algorithm retrieves more data than is necessary, or less data than necessary and therefore has to continuously retrieve additional data from the cloud. In addition, because the tactic requires continuous connectivity between mobile devices and the cloud,
Mobile device collects data in the field that has to be stored in the cloud in raw or processed form.
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Figure 8.4: Decision Model for Data Staging
it also has a negative effect on availability.

8.4.2 Surrogate Provisioning

Figure 8.5 presents a decision model for selecting a surrogate provisioning tactic. In the Pre-Provisioned Surrogate tactic (Section 3.2.3.1), offloaded computation and/or data processing operations are already installed on the surrogate at deployment time. This tactic is therefore a good match for when there is a small, known set of computations or data processing operations that can be preloaded on the surrogate. It is also a good match for usage contexts in which multiple surrogates offer the same capabilities because it simplifies the deployment process. Pre-provisioned surrogates have the advantage of shorter provisioning times because the capabilities already reside on the surrogate. In addition, they provide shorter response times to requests from mobile devices, especially if capabilities are already started on the surrogate. However, pre-provisioned surrogates offer very little flexibility in terms of capabilities because they are limited by what is installed on them. Maintainability is also reduced because changes to capabilities have to be propagated to all surrogates.

In the Surrogate Provisioning from the Cloud tactic (Section 3.2.3.3) what is sent from the mobile device to the surrogate is the location of the offloaded computation or data processing operations in the form of a URL for the surrogate to download and install. This tactic offers greater flexibility than the Pre-Provisioned Surrogate tactic because capabilities are not limited by what is already installed on the surrogate, making it a good match for when there is a large, known set of capabilities that can execute on a surrogate. However, these capabilities need to exist in a repository in the cloud, and connectivity between the surrogate and the repository is required for capabilities to be downloaded, therefore affecting availability negatively. This tactic also improves maintainability with respect to the Pre-Provisioned Surrogate tactic because changes to capabilities only need to be propagated to the cloud repository. However, provisioning time is increased with respect to the Pre-Provisioned Surrogate tactic because the capabilities have to be downloaded from the repository and then installed and started. This also increases response time, at least for the first time the capability is executed.

In the Surrogate Provisioning from the Mobile Device tactic (Section 3.2.3.2), the mobile device sends the offloaded computation or data processing operations to the surrogate at runtime. The surrogate installs the computation inside an execution container and starts the application on behalf of the mobile device. This tactic offers the greatest flexibility because of the potential for executing any offloadable capability that resides on the mobile device, which
makes it a good match for public surrogates (Section 7.4.2.4) or other usage contexts in which there is a large, potentially unknown set of capabilities that could execute on a surrogate. However, *provisioning time is increased* because the capability has to be transferred from the mobile device to the surrogate and then installed and started. This also *increases response time*, at least for the first time the offloaded capability is executed. *Energy efficiency is negatively affected* because of the battery power required on the mobile device for sending the offloaded computation. In addition, depending on the size of the capability that is transferred, *bandwidth efficiency could be negatively affected*, especially in resource-constrained and hostile environments (Sections 7.4.2.1 and 7.4.2.3). *Maintainability is also reduced* because changes to offloadable capabilities have to be propagated to all mobile devices. Finally, *security is negatively affected* because surrogates could be compromised by malicious code uploaded from mobile devices.
8.4.3 Surrogate Discovery

Figure 8.6 presents a decision model for selecting a surrogate discovery tactic. In the Local Surrogate Directory tactic (Section 3.2.4.1) the mobile device maintains a list of surrogates, with their network addresses or URLs in addition to any information that can help the mobile device to select the optimal surrogate in case more than one is available. This tactic has the *lowest complexity*. However, because the list is stored locally on the mobile device, if surrogate metadata changes or new surrogates are made available, a mobile device will not have an automated way of updating the surrogate directory, therefore having a *negative effect on maintainability*. It also *reduces flexibility* because the mobile device is limited to the surrogates on its list. The low complexity, along with the potential maintainability challenges, make this tactic a better fit for usage contexts in which there is a relatively static, small number of surrogates. It *increases security* because a local list will likely include only surrogates that are trusted by the mobile device. If surrogates have information that can be used for surrogate identification, such as a QR code or a screen with configuration information, they could be added by the mobile device user to the list of surrogates. This option requires initial proximity between mobile devices and surrogates to scan or enter surrogate information, but would *improve maintainability and flexibility* because surrogates can be added or updated by the user. This tactic can also *increase adaptability* to varying operational conditions if surrogate metadata is updated with offload execution data, such as response time and network conditions, and used by surrogate selection algorithms. It also has the potential to *improve response/execution time* if the surrogate selection algorithm uses the updated metadata. However, because the surrogate selection algorithm runs on the mobile device, it can *decrease energy efficiency* depending on the complexity of the algorithm and the number of monitored variables.

In the Cloud Surrogate Directory tactic (Section 3.2.4.2) the mobile device contacts a cloud server that maintains a list of surrogates. The cloud server selects the optimal surrogate from the directory, based on data such as mobile device characteristics, type of offload request, surrogate availability, surrogate load, or any other data that is available in the directory or was provided by the mobile device as query parameters, and sends its address back to the mobile device. Having the surrogate directory in the cloud has the advantage of a centralized location for surrogate registration. All surrogate metadata is populated and updated in this central repository, which *increases maintainability*. It also *increases flexibility* because all the mobile device needs to know is the address of the cloud server, which maintains the list of all potential
surrogates. The cloud server then selects the surrogate that is the best match for the offloaded task. The centralization aspect enables this tactic to handle a dynamic, potentially large number of surrogates available for offload. Security is highly increased by this tactic because the mobile device only needs to trust the cloud surrogate directory server and can pre-exchange credentials for authorization (Section 8.4.7). The surrogate directory server can also exchange credentials with its surrogates as part of the registration process, which means that the directory would only contain trusted surrogates. However, response/execution time can be increased because of the additional directory
query time. In addition, *availability is negatively affected* because the mobile device requires consistent connectivity to the cloud at least in the discovery phase, which means that the cloud server becomes a single-point-of-failure if it is unavailable to mobile devices for surrogate discovery.

In the Intermediary Cloud Surrogate Directory tactic (Section 3.2.4.2), a variation of the Cloud Surrogate Directory Tactic, the surrogate directory server does not return the selected surrogate address to the mobile device, but rather forwards the offload request to the selected surrogate, and then returns the results to the mobile device. In essence, the surrogate directory server acts as an intermediary between the mobile device and the surrogate. Similar to the Cloud Surrogate Directory tactic, it *increases maintainability, flexibility, energy efficiency, and security*. An additional advantage of this tactic is that because the directory server is involved in the communication with the surrogates, it can *increase adaptability* to varying operational conditions if surrogate metadata is updated with offload execution data, and has the potential to improve response/execution time if the selection algorithm uses the updated metadata. However, *response/execution time can increase* because the mobile devices communicate with surrogates through the surrogate directory server and not directly, potentially offsetting any gains from updating surrogate metadata with offload execution data. Considering that a surrogate can serve multiple mobile devices, it is a potential bottleneck in the system. In addition, *availability is greatly decreased* because the mobile device requires consistent connectivity to the cloud in both the discovery and the offload phases, which means that the cloud server becomes a single-point-of-failure.

In the Surrogate Broadcast tactic (Section 3.2.4.3), surrogates broadcast or advertise their presence to mobile devices. This removes the burden of having to keep surrogate directories up to date, which *improves maintainability*. It creates a much more dynamic environment in which mobile devices can discover nearby surrogates without needing to know their addresses in advance, or retrieving the addresses from a cloud server that could potentially not be available when needed, therefore providing a *high level of availability and flexibility*. The broadcast aspect enables this tactic to handle a dynamic, potentially large number of surrogates available for offload. *Providing security is challenging* because the surrogate may not be known to the mobile device until runtime and therefore no security credentials have been exchanged to generate trust between them (Section 8.4.7). Similar to the Local Surrogate Directory tactic, it *increases adaptability* to varying operational conditions and *improves response/execution time, potentially reducing energy efficiency* depending on the complexity of the surrogate selection process.
8.4.4 Resource Optimization

Figure 8.7 presents a decision model for resource optimization. These tactics are typically used to complement the Computation Offload tactic, but could complement Data Staging tactics if the surrogates provide computation-intensive data processing operations. The Runtime Partitioning tactic (Section 3.3.1.1) enables mobile systems to offload computation only if remote execution is better than local execution according to a defined optimization function. The complexity of this optimization function can range from a simple check to detect if a surrogate is available to a per-offload calculation based on code, device, and network models. It increases availability because computation can execute locally if offload conditions are not optimal. It also increases resource and energy efficiency because offload decisions are made at runtime based on the runtime environment. However, the execution of a very complex partitioning algorithm per offload operation could also lead to reduced energy efficiency.

As stated by the constraint in Figure 8.7, the offloaded code has to exist on both the mobile device and the surrogate. This can lead to decreased maintainability, especially if the mobile and surrogate platforms are different, and also reduces legacy leverage because the code would in many cases have to be ported to also run on the mobile device. This tactic requires the development and profiling of the models and input data that are used in the optimization function, which can lead to increased development time. In addition, it is often difficult to create accurate models of device, network, and code characteristics, which can therefore lead to increased response time and reduced system performance if the offload decision is not optimal [29].

The Runtime Profiling tactic (Section 3.3.1.2) enables mobile devices to gather data about current conditions to update the profiling data and models that are used in the calculation of the optimization function. The use of this tactic to complement the Runtime Partitioning tactic increases energy efficiency and further increases resource efficiency because current conditions are considered in the offload decision. Because the data used by the optimization offload is updated either periodically or after every offload operation, any errors in the initial models and data are adjusted over time, therefore increasing system performance. A constraint for the use of this tactic, as shown in Figure 8.7, is that profilers have to be built to gather data necessary for the calculation of the optimization function, which can increase development time. However, the execution of the profilers could also lead to reduced energy efficiency if complexity and sampling frequency are high.

When computation offload systems are used for mission-critical or time-sensitive tasks, users may determine that, for example, reduced processing
Offloaded code must also be available on the mobile device.

Profiling for optimization function variables must be available.
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Figure 8.7: Decision Model for Resource Optimization

time or increased precision are preferred over reduced energy consumption. The assumption in this case is that the greater precision or reduced processing time would consume more energy on the mobile device if executed locally. The User-Guided Runtime Partitioning tactic (Section 3.3.1.1), a variation of the Runtime Partitioning tactic, enables users to select the goal of the optimization function therefore increasing availability. Similar to Runtime Partitioning, this tactic increases availability, resource efficiency, and energy efficiency, at the expense of decreased maintainability, legacy leverage, system performance, and potentially energy efficiency and response/execution time. However, this tactic can provide better response and execution time in mission-critical moments.

The Resource-Adapted Computation tactic (Section 3.3.1.3) enables systems to use different versions of offloadable code that match the resource characteristics of mobile devices and surrogates (i.e., computation that runs on the
surrogate is more computation-intensive, and presumably more precise, than
the equivalent computation that runs on the mobile device). The Resource-
Adapted Input tactic (Section 3.3.1.3), a variation of the Resource-Adapted
Computation tactic, enables systems to have identical versions of offloadable
code but to operate on different input (e.g., lower or higher image resolution as
input to an image processing algorithm may lead to different energy consump-
tion). The difference with the previous tactics is that both energy efficiency
and response/execution are improved because computation is matched to the
node that is processing it. However, there is decreased system precision be-
cause the assumption is that the computation that runs on the mobile device
is not as precise as what runs on the surrogate. In addition, maintainability is
decreased because two versions of the equivalent code have to be maintained,
even if platforms are compatible.

8.4.5 Fault Tolerance

Figure 8.8 presents a decision model to select fault tolerance tactics to comple-
ment Computation Offload tactics. The Local Fallback tactic (Section 3.3.2.1)
enables mobile devices to use a local copy of the offloadable computation in
case the connectivity to the surrogate is lost, which provides fault tolerance and
increases availability. Because this tactic requires offloadable code to exist on
the mobile device and the surrogate, maintainability and legacy leverage are
decreased because there are multiple versions of the same code. Also, because
execution restarts on the mobile device after disconnection is detected, energy
efficiency is decreased because the computation executes locally. In addition,
response/execution time increases, especially if disconnection is detected close
to completion of execution on the surrogate. This is why this tactic is best fit
for stateless, request/response operations (Section 3.3.2.1).

The Alternate Communications tactic (Section 3.3.2.4) enables a system to
switch to an alternate, potentially less energy-efficient communications mech-
anism, to continue serving the mobile user in spite of disconnection, to provide
fault tolerance, and increase availability. While this tactic does not require
offloadable code to be available on both the mobile device and the surrogate,
it does require an alternate communications mechanism to exist between the
mobile device and the surrogate (e.g., SMS). Because this alternate commu-
nication mechanism could be less optimal in terms of energy consumption,
response time, and message size, therefore energy efficiency, response/execu-
tion time, and system utility could be affected negatively.

The Eager Migration tactic (Section 3.3.2.5) enables a surrogate to migrate
offloaded computation to a connected surrogate when it detects that it might
not be able to continue serving the mobile device that generated the offload request. The Lazy Migration tactic, a variation of the Eager Migration tactic, does not migrate the computation, but rather continues execution of the offloaded computation on the same surrogate and routes the responses to the mobile device via a connected surrogate that is in range of the mobile device. *Availability is greatly increased* because these tactics take a more proactive approach to detecting disconnection, as opposed to the other tactics which react after disconnection has been detected. However, *complexity increases* due to

---

Figure 8.8: Decision Model for Fault Tolerance for Computation Offload
(1) support for multiple connected surrogates, (2) a mechanism to detect potential disconnection from a mobile device, and (3) a mechanism to determine the connected surrogate that will continue serving the mobile device. In Eager Migration, \textit{response/execution time increases} based on the size of the computation/container that has to be migrated between surrogates, although this is a one-time cost upon migration. In Lazy Migration, \textit{response/execution time increases} due to the rerouting that takes place with every offload operation.

The Cached Results tactic (Section 3.3.2.3) enables surrogates to cache results of an offloaded operation if a mobile device becomes disconnected. The results are then delivered to, or retrieved by, the mobile device upon reconnection. \textit{Fault tolerance and availability are increased} because even though the results are not immediately delivered, the system continues operating. For this same reason, \textit{response time increases greatly} for the initial offload operation. However, once a mobile device is able to reconnect, because the offload operation has already been processed, the results are already available.

Figure 8.9 presents a decision model to select fault tolerance tactics to complement Data Staging tactics. The Client-Side Data Caching tactic (Section 3.3.2.3), a variation of the Cached Results tactic, caches collected data on the mobile device if there is no connectivity to the surrogate, and eventually sends it to the surrogate when a connection is available. This tactic \textit{provides fault tolerance and increases availability} due to continued operation despite loss of connectivity between the mobile device and the surrogate. However, because data is stored on the mobile device until a surrogate is available and storage is limited on the mobile device, it can lead to \textit{reduced storage efficiency}, even if data is deleted on the mobile device after it has been successfully uploaded to the surrogate. In addition, \textit{data integrity is negatively affected} due to the potential for data loss if storage on the mobile devices becomes full.

The Opportunistic Mobile-Surrogate Data Synchronization tactic (Section 3.3.2.2) keeps data synchronized between mobile devices and surrogates during periods of connection, such that the system can continue operating in periods of disconnection. The use of this tactic \textit{provides fault tolerance and increases availability}. Because data is stored on the mobile device, \textit{response time improves for data requests} over having to send data requests to surrogates. However, limited storage and battery on mobile devices can lead to \textit{storage inefficiency} if the size of the data set to synchronize is large, and to \textit{reduced energy efficiency depending} if the complexity of the algorithms used to keep data synchronized is high. In addition, if data sets are synchronized that may never be used by the mobile apps running on the device, or data synchronization policies do not match the operational environment, it can lead to \textit{bandwidth inefficiency}, especially in resource-constrained and hostile environ-
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ments (Sections 7.4.2.1 and 7.4.2.3). Finally, *system utility may be reduced* if data on the mobile device becomes stale when not synchronized over a long period of time.

The Opportunistic Surrogate-Cloud Data Synchronization tactic (Section 3.3.2.2), a variation of the Opportunistic Mobile-Surrogate Data Synchronization tactic, enables a system to continue operating in the event of disconnection between the surrogate and the cloud, and to synchronize data when reconnection occurs. The use of this tactic *provides fault tolerance and increases availability*. However, similar to the Opportunistic Mobile-Surrogate Data Synchronization tactic, there can be a *negative effect on system utility* if data becomes stale and also on *bandwidth inefficiency* if synchronized data is never used.

### 8.4.6 Scalability and Elasticity

Figure 8.10 presents a decision model for selecting scalability and elasticity tactics. These tactics are typically used to complement the Computation Offload tactic, but could also complement Data Staging tactics. The Just-in-Time Containers tactic (Section 3.3.3.1) creates a container and/or an instance of the offloaded code upon receipt of an offload request and then destroys the instance of the offloaded code when it completes, therefore *increasing scalability and elasticity*, which leads to *increased resource efficiency* on the surrogate. However, because the instance is created at runtime, there is a *response/execution time penalty* to create the instance before computation can execute.

The Right-Sized Containers tactic (Section 3.3.3.2) creates execution containers that are of the appropriate size for the offloaded computation in order to optimize resource usage on the surrogate. Similar to the Just-in-Time Containers tactic, *scalability and elasticity, and resource efficiency, are increased* because execution containers are created at runtime, but also contributes to *increased response/execution time*. There is *even greater scalability and elasticity* because there is a better match of code requirements to execution containers. However, there is potential for *increased development time* because offloadable code has to be profiled to determine the optimal size of its execution container.

The Dynamically-Sized Containers tactic, a variation of the Right-Sized Containers tactic (Section 3.3.3.2), starts offloaded computation in a container of a predefined default size, but if an error occurs at runtime that indicates that the container does not have the necessary computing power for the task, a larger container is created and the offload request is moved to the new container. As in the Right-Sized Containers tactic, *scalability, elasticity, and resource efficiency are increased, at the expense of increased response/execution*
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*time* because containers are created at runtime. However, this tactic creates the potential for even greater response/execution time due to the creation of the new container and migration of the computation to the new container when necessary, especially if the default container is not sized appropriately (i.e., too small for many offloaded tasks). In exchange, this tactic provides fault tolerance and increases availability because of the continued operation of the offloaded task despite initially insufficient resource errors.

The Surrogate Load Balancing tactic (Section 3.3.3.3) enables surrogates to send offloaded computation to other less-loaded, connected surrogates in order to provide a better user experience to all the mobile devices that it serves. Scalability and elasticity are greatly enhanced, as well as resource efficiency because offload requests are balanced across multiple connected surrogates. However, this tactic increases response/execution time for offload requests that are migrated during execution. It also increases complexity of the system as it requires at least a load balancer and a system monitor to detect when thresholds have been reached and load have to be migrated. In exchange,
the tactic provides fault tolerance and increases availability because offload requests are migrated before the system is overloaded and stops responding.

8.4.7 Security

One of the main findings from the primary studies (Section 2.6) is that there is very little discussion of system-level concerns that have to be considered when moving from experimental prototypes to operational systems. One of these system-level concerns is security.

The decision model in Figure 8.11 shows that the Trusted Surrogate tactic addresses two non-functional requirements related to security: (1) mobile devices should only send requests to trusted surrogates, and (2) surrogates should only accept requests from trusted mobile devices. Because these two steps are typical of any trusted exchange between two system nodes, what is shown in the decision model are the different options for implementing the tactic. The decision model informally presents different options for implementing the tactic instead of complementary tactics. Combinations of these options could become variations of the Trusted Surrogates tactic if implemented and validated in cyber-foraging systems.

8.4.7.1 Credential Exchange

Security credentials have to be exchanged in order to create a trusted relationship between mobile devices and surrogates. Examples of credentials that could be used in a cyber-foraging system include username/password, symmetric and asymmetric keys, certificates, biometrics (e.g., fingerprints, face recognition, voice recognition, retinal scans), and behaviometrics (e.g., keystroke analysis, handwriting, gestures). There are several options that could be used to exchange credentials between a mobile device and a surrogate, including some of the methods outlined in a survey by Alizadeh et al in [4] in the context of mobile cloud computing.

1. Pre-Usage Credential Exchange: Credentials are exchanged prior to usage such that there is a pre-existing security relationship between a mobile device and a surrogate. How this takes place could be as simple as manually loading the credentials on each node, or could be a more complex registration process. The advantage of pre-usage exchange is reduced complexity as this is a well-known mechanism commonly used in client/server systems. However, there is a negative effect on flexibility because mobile devices can only interact with surrogates with pre-existing
security relationships. This method also *may not scale* for systems where there are many-to-many relationships between mobile devices and surrogates.

2. Cloud-Mediated Credential Exchange: In this method a security relationship does not have to pre-exist between mobile devices and surrogates. Credential exchange takes place as part of the offload process the first time that a mobile device uses a surrogate. During the offload process, the mobile device contacts a cloud-based system that is trusted by the surrogate to register its credentials. Context and mobile device sensors could be leveraged as part of multi-factor authentication for the mobile device [4]. The cloud-based system validates the mobile device credentials and, if valid, sends the mobile device the surrogate credentials; it also sends the mobile device credentials to the surrogate. The advantage of this method is that it provides *greater flexibility* because it is not limited to surrogates with a pre-existing security relationship.
However, *availability is decreased* if the mobile device and the surrogate are not connected to the intermediary cloud-based system to exchange credentials.

3. Local Credential Exchange: In this method a security relationship does not have to pre-exist between mobile devices and surrogates, and there is no need for a cloud-based intermediary. Credential exchange happens directly between a mobile device and a surrogate as part of the offload process. This method offers the *greatest flexibility* because it enables a mobile device to use any surrogate. However, it has a *negative effect on resiliency* because of the security risks of not having a third party to validate credentials. This method would have to rely on out-of-band channels for securely pairing mobile devices and surrogates such as physical proximity, context, sensors, visual channels, and physical interactions [37][53][79].

### 8.4.7.2 Credential Validation

Once credentials have been exchanged, either in advance or during the offload process, these credentials have to be validated at runtime to make sure that surrogates and mobile devices are legitimate.

1. Local Validation: Credentials are validated on each node according to defined security policies. The disadvantage is the *negative effect on resiliency* because it does not protect against revoked credentials. Once credentials have been exchanged there is no way to remove them unless they have an expiration time after which they are no longer valid.

2. Online Validation: Credentials are sent to an online trusted authority for validation. The advantage is that it protects against revoked credentials because these are centrally validated with every interaction between a mobile device and a surrogate. However, there is a *negative effect on availability* because the offload cannot happen unless there is connectivity to the online trusted third party. In addition, *response/execution time increases* because of the additional time needed for online validation.

### 8.5 Validation

After the execution of the case studies, the developers of the Tactical Cloudlets (Chapter 4), GigaSight (Chapter 5), and AgroTempus (Chapter 6) systems
were presented with the decision models and asked to answer the following questions to obtain their expert opinion on the correctness and usefulness of the tactics. The developers of the Tactical Cloudlets and GigaSight systems are experienced (>5 years of development experience) while the developer of the AgroTempus system is junior (<1 year of development experience).

1. **Are the decision models correct?**

   The developers of the three systems agreed that the decision models were correct, clear, coherent, and covered the main questions that would arise when doing a tradeoff analysis. The only comment that came from the developer of the Tactical Cloudlets system was regarding the effect on response/execution time of the Cached Results tactics (Section 8.4.5). After some discussion we agreed to separate the effect as negative for the initial offload operation and positive when the mobile device reconnects, as is now shown in Figure 8.8.

2. **Would the decision models have been useful to support decision making in the development of your cyber-foraging system? Why?**

   The developers of the three systems found the decision models useful. They found it very simple to use the “+ and -” notation to navigate through the models and visually understand the effect of using the different tactics. One of the experienced developers stated that it is valuable to have such an explicit guide when thinking about the architecture of a system. Even though experienced architects and developers already think in terms of design decisions and system qualities, the model provides a tool to reflect and reason, and helps them to be more thorough in their design considerations. The more junior developer of the AgroTempus system said that it would have greatly helped to have the decision model when he started the architecture of the system because he would have made better informed decisions, especially because of the explicit indication of benefits and tradeoffs. For inexperienced architects the model is even more helpful because it not only gives them a tool to think (like the experienced architects) but it also codifies past reusable knowledge that they lack.

3. **Would the decision models help with architecture evaluation, and particularly identification of tradeoffs and risks? Why?**

   The developers of the three systems also agreed that the decision models would help with architecture evaluation. However, they all agreed that it would be necessary to take a closer look at scenarios in which one tactic has a positive effect and another has a negative effect, as described in Section 8.3. The decision models help to identify the tradeoffs, but not to quantify...
the concrete effect because it varies depending on requirements and operational conditions. The specific example provided by one developer is related to energy consumption. Sending one byte of information is typically more power-hungry for a wireless network interface card (NIC) than receiving information, but this also depends on the interference on the link and other factors [3]. A future version of the decision model and tactics should include tools and methods to profile the parameters that influence the positive or negative effect on a system quality when using a particular tactic. This addition would also favor an agile/iterative approach such that you start from tactics, you build a prototype, and then you evaluate it using the recommended profiling tool or method. This may lead to a refinement of the architecture based on the results, possibly using a different tactic.

4. What else could the decision models be useful for?

Ideas from the developers included:

- Template for creating similar models for other types of systems
- Instrument for educating and communicating the different options and complexities of developing cyber-foraging systems
- Input for building developer tools that (1) automatically generate components based on the tactics, (2) serve as input for estimating cost and effort for a system, (3) assign weights to the functional and non-functional requirements such that it can guide the selection of tactics
- Aid for understanding system qualities that were likely influential when reverse engineering a system

8.6 Related Work

Decision models have been used extensively in Software Engineering to model the problem and solution space, and eventually map the former to the latter to guide decision making. A well-known approach for creating decision models is Questions-Options-Criteria (QOC) [81], where questions represent problems, options map to candidate solutions, and criteria are used to determine how well the options fare with respect to the questions at hand. Gu et al [50] propose a template for decision making in service-oriented systems based on QOC. Similarly, Zimmermann et al [130] present a tool for architecture decision guidance across projects with QOC diagram support. Another popular
approach from the field of Software Measurement is Goal Questions Metric (GQM) [12]. The difference with QOC is that GQM does not look for candidate solutions; it only states the problem (in terms of the goal), then asks a number of questions to refine the goal and finally measures the object of study (e.g., product or process) according to the metrics. In essence, GQM allows to model the problem according to the goals and questions, but it also provides the metrics to be used for assessing an object and subsequently make decisions to improve it.

We present a decision model for the domain of cyber-foraging systems that links tactics to functional and non-functional requirements. Similarly, Gross and Yu [49] propose an approach to support designers in selecting design patterns based on their impact on non-functional requirements (represented as goals and related in graphs). Zdun [124] proposes decision models made of software patterns, by formalizing pattern relationships and further annotating them with effects on quality goals. This allows architects or designers to parse through the design space by navigating from pattern to pattern until a combination of selected patterns optimally meets the quality goals. Finally, Harrison and Avgeriou [54] propose an approach to model and annotate how tactics implementing specific quality attributes can fit within architecture patterns. They focus on helping architects choose between tactics depending on their compatibility with the overall architecture. Our focus is also tactic selection but targeted at understanding their effect on system qualities.

8.7 Conclusions

This chapter presented a decision model for cyber-foraging systems that maps functional and non-functional requirements to architectural tactics for cyber-foraging. Each mapping is qualified with the benefits and tradeoffs of using each tactic to help architects of cyber-foraging systems to understand the effect of their decisions.

The decision model was validated by the developers of three cyber-foraging systems who agreed on the correctness and usefulness of the model for architecture and design of these types of systems. We believe this is a valuable instrument for moving cyber-foraging systems out of the labs and into real operational settings.

Developing the decision model highlighted the many tradeoffs that architects must make when designing a system. It also highlighted the fact that even though there is great value in the qualitative analysis supported by the decision model, quantitative analysis is required in order to understand the
concrete impact of architecture decisions. We expect this thesis and the resulting decision model to motivate future quantitative analyses to measure the impact associated to the usage of the architectural tactics for cyber-foraging systems, as will be further described in Section 9.2.2.
Conclusions

Cyber-foraging has tremendous potential for supporting mobile computing at the edge. With increasing number of mobile devices and users [46][66], increased network traffic caused by trends in the Internet of Things (IoT) [44][85], and increasing complexity of an always-connected-user experience [45][87], there is reason to believe that cyber-foraging will become a standard feature of mobile applications. However, while there is a large amount of research in cyber-foraging, the reality is that there are not many deployed, operational cyber-foraging systems. As these systems become more prevalent due to their proven benefits, in terms of energy efficiency, reduced latency, and increased availability, combined with the emergence of micro data centers and edge clouds, a need will arise for guidance on their architecture and development. This thesis starts to provide that guidance by presenting software architecture strategies for cyber-foraging systems, in the form of architectural tactics and a decision model. In this chapter we revisit the research questions presented in Chapter 1, summarize our contributions with respect to these questions, and discuss future research.

9.1 Contributions

The goal of this thesis is to develop concrete software architecture guidance for the development of cyber-foraging systems that meet critical system qualities such as resource optimization, fault tolerance, scalability, and security, while conserving resources on the mobile device. Therefore, the main research question for this thesis is “What software architecture strategies can be used to build cyber-foraging systems?” In Chapter 1 we identified four research sub-questions that further characterize the research problem. This section
summarizes the answers to these questions according to our findings.

9.1.1 RQ1: What Software Architecture Design Decisions for Cyber-Foraging Systems can be Identified in the Literature?

Chapter 2 presented the results of a Systematic Literature Review (SLR) to discover architectural design decisions in cyber-foraging systems. As an answer to RQ1, a total of 58 primary studies were identified that contained 53 computation offload systems and 8 data staging systems. The identified 61 cyber-foraging systems were analyzed using a categorization of architecture decisions related to what, when and where to offload computation and data from mobile devices.

What we found from the analysis of the systems is that the main focus of the studies is on the development of different and novel computation offload and data staging systems targeted at guaranteeing fidelity of results, and optimizing attributes such as energy consumption, network bandwidth usage, and performance/response time. For computation offload systems, the offload mechanisms range from dynamic approaches in which the computation is provisioned from the mobile device to more static approaches in which the computation already exists on the offload target. For data staging systems, the capabilities of the offload target range from an extension of the mobile device’s storage to sophisticated algorithms that predict and stage the data that will likely be needed by the mobile device. As stated earlier, the number of computation offload systems (53) is much larger than the number of data staging systems (8). The architecture design decisions that we identified in this systems served as the basis for the definition of the architectural tactics presented in Chapter 3.

What we also learned from these studies is that although there is a large amount of research in the area of cyber-foraging systems, there is very little discussion of system-level concerns that have to be addressed when moving from experimental prototypes to operational systems. In particular, the analysis allowed us to identify gaps and opportunities for research in (1) non-functional requirements that are not widely addressed but are relevant to cyber-foraging systems, such as ease of deployment, resiliency, and security, (2) system-level architecture analysis, (3) large-scale evaluations, and (4) architectures for data staging systems.

In summary, the results show that this is an area with many opportunities for research that will enable cyber-foraging systems to become widely adopted
and move out of the labs and into real operational scenarios.

9.1.2 RQ2: What Architectural Tactics can be Derived from the Identified Architectural Design Decisions?

Chapter 3 presented a catalog of architectural tactics for cyber-foraging that was derived from the results of the systematic literature review on architectures for cyber-foraging systems presented in Chapter 2. As an answer to RQ2, a total of 30 tactics were identified and divided into functional and non-functional tactics. Functional tactics are broad and basic in nature and correspond to the architectural elements that are necessary to meet cyber-foraging functional requirements, such as computation offload, data staging, surrogate discovery, and surrogate provisioning. Non-functional tactics are more specific and correspond to architecture decisions made to promote certain quality attributes such as resource optimization, fault tolerance, scalability and elasticity, and security. Non-functional tactics have to be used in conjunction with functional tactics.

To validate the architectural tactics we conducted three case studies to investigate the use of the tactics in real cyber-foraging systems.

- Chapter 4 presents a case study based on Tactical Cloudlets, a computation offload system for use in tactical environments. Architecture reconstruction of the system was performed to identify implemented architectural tactics. Developers verified the identified tactics and answered questions regarding their validity and utility.

- Chapter 5 presents a case study based on GigaSight, a data staging system for scalable crowd-sourcing of video from mobile devices. Case study protocol and developer involvement was the same as in the Tactical Cloudlets system.

- Chapter 6 presents a case study based on AgroTempus, a computation offload and data staging system targeted at agricultural knowledge exchange in resource-challenged regions. This was a new development. The developer was observed and interviewed throughout the process to understand how the architectural tactics were used and how they influenced the development process.

To further answer RQ2, the results of the case studies show not only the validity of the tactics, but the potential for taking a tactics-driven approach to fulfill functional and non-functional requirements for cyber-foraging systems.
9.1.3 RQ3: What are the Usage Domains and Contexts (Defined in Terms of Functional and Non-Functional Requirements) that Benefit from Cyber-Foraging?

Chapter 7 presented a characterization of the usage domains and contexts that benefit from surrogate-based cyber-foraging, defined in terms of functional and non-functional requirements. We started from the set of primary studies identified in Chapter 2 and conducted a literature study to identify usage contexts and domains for cyber-foraging systems, and then mapped them to relevant functional and non-functional requirements in each context. The goal of this characterization is to provide context for software engineering life cycle activities for cyber-foraging systems, such as requirements engineering, software architecture, and quality assurance, with the intent of developing systems that fully realize the benefits of cyber-foraging.

As an answer to RQ3, we identified seven usage contexts that ranged from the typical offload of short computation operations, to mobile applications in low coverage environments, to the much more demanding and visionary use of public surrogates. A finding from the study is that each usage context has non-functional requirements that can be both benefits and constraints. What this means is that there are non-functional requirements that enable a system to achieve the benefits of cyber-foraging, and there are other non-functional requirements that, if not met, will compromise the benefits of cyber-foraging for mobile systems. Understanding these tradeoffs is a motivator for the definition of decision models such as the one presented in Chapter 8.

In addition, these usage contexts combined with the architectural tactics for cyber-foraging identified in Chapter 3 provide a standard language and set of reusable design decisions that will help in developing better and more standard mobile systems that leverage all the potential benefits of cyber-foraging, as well as mobile devices and operating systems that enable and facilitate these benefits.

9.1.4 RQ4: How to Support Architectural Design Decision Making in Cyber-Foraging Systems?

Chapter 8 presented a decision model for cyber foraging systems that maps functional and non-functional requirements to the architectural tactics presented in Chapter 3, and shows the relationships between tactics. The functional and non-functional requirements are largely derived from the usage contexts in Chapter 7 and complemented with the requirements from the case studies in Chapters 4, 5, and 6. The goal of the decision model is to guide the
architecture and evolution of cyber-foraging systems that meet their intended functional and non-functional requirements, while understanding the effects of architectural decisions.

To answer RQ4, we defined a process that starts with the selection of basic tactics for cyber foraging: computation offload, data staging, surrogate provisioning, and surrogate discovery. Then, based on additional functional and non-functional requirements, such as fault tolerance, resource optimization, scalability/elasticity, and security, complementary tactics are selected. A decision model was created for each set of tactics that maps functional and non-functional requirements to architectural tactics for cyber-foraging. Each mapping is qualified with the benefits and tradeoffs of using each tactic to help architects of cyber-foraging systems to understand the effect of their decisions. The decision model was validated by the developers of the cyber-foraging systems in the case studies who agreed on the correctness and usefulness of the model for architecture and design of these types of systems.

While we believe that the decision model is a valuable instrument for moving cyber-foraging systems out of the labs and into real operational settings, there is the need for more research in this area, which leads to the next section on future research.

9.2 Future Research

This section concludes the thesis, but the work in software architecture strategies for cyber-foraging systems has just started. Some ideas for future research have already been discussed in previous chapters but we summarize them in this section.

9.2.1 Extension of the Tactics Catalog

The case studies in Chapters 4, 5, and 6 presented a number of opportunities for extension of the tactics catalog in several ways:

- The case studies showed that the existing cyber-foraging systems that were evaluated, as well as the newly developed system, contained a general implementation of the core essence of each tactic. However, small variations were identified, or made to the implementation of the tactic, to satisfy specific requirements or elements of the usage context, or due to technology selection. As the tactics are used in the development and evaluation of cyber-foraging systems, a valuable extension to the tactics
catalog would be to add variations to each tactic to address specific requirements or constraints. In adding these variations, the tactics could be annotated with the core elements (common across all variations) and optional elements (specific to one or more variations).

- Consistent with the findings in Chapter 2 and in the case studies, there are multiple system qualities that are not present in the tactics catalog such as ease of deployment, manageability, recovery, privacy, and surrogate energy efficiency, or minimally covered qualities, such as security. These are system qualities that are necessary for moving from experimental prototypes to operational systems. A valuable extension to the tactics catalog would be to add tactics for these types of requirements, in order to provide full coverage for the requirements for the usage contexts presented in Chapter 7, and start addressing some of these critical operational requirements.

- As more cyber-foraging systems are deployed, architects will discover that technology selection decisions may enable or constrain the use of certain tactics, such as the case with the Surrogate Broadcast tactic in the AgroTempus system (Section 6.3.8.1). Annotating each tactic with technology options and constraints would further increase the utility of the catalog for decision making.

9.2.2 Quantitative Analysis of the Impact of Tactics Selection

An observation resulting from the development of the decision model in Chapter 8 is that the model helps to identify the tradeoffs related to tactics selection, but not to quantify the impact of the selection because it varies depending on requirements and operational conditions. For example, if the selection of a tactic favors energy efficiency over availability, how much is the energy efficiency gain compared to the availability loss?

Architecture guidance has a qualitative component and a quantitative component, and they both provide value to software architects. The decision model presented in Chapter 8 provides support for qualitative analysis of the tradeoffs associated with tactics selection in the development of cyber-foraging systems. The value of a tactics-based approach such as the one presented in this thesis is that it helps a software architect design for system qualities, i.e., how do you architect a system for energy efficiency? A natural component and quantitative component would be support for quantifying the energy efficiency
of the resulting architecture, in itself, but also relative for other architecture options.

The advantage is that we know how to measure qualities in implemented systems; for example:

- The development of the Tactical Cloudlets system presented in Chapter 4 required measuring cloudlet provisioning time, energy consumption on the mobile device, payload size and response time, in order to decide on the best method for provisioning cloudlets in the field.

- The development of the GigaSight system presented in Chapter 5 required measuring throughput, cloudlet performance, algorithm accuracy, and energy consumption on the mobile device, in order to mainly understand the tradeoffs between performance and precision of different deployment and replication options.

- Procaccianti et al in [99] empirically studied the energy impact of two best practices for energy-efficient software. Although the system measured was not a cyber-foraging system, it represents the type of measurements that would be necessary in order to quantify the tradeoffs of architecture decisions.

A complementary quantitative component of the work presented in this thesis is support for quantitative analysis of the impact of tactics selection, to more clearly understand the tradeoffs. As an example, we have started work to quantify the energy efficiency, bandwidth efficiency, and maintainability associated to the different tactics for surrogate provisioning (pre-provisioning, provisioning from the mobile device, and provisioning from the cloud). The results of this work can then be added to the tactics catalog as concrete metrics and measures, but also as benchmarks for architects to conduct their own measurements.

### 9.2.3 Tools for the Development and Analysis of Cyber-Foraging Systems

When the developers that validated the decision model were asked about other uses for the model beyond decision-making, a common answer was that it could be used as a basis for architecture analysis and code generation tools. Tactics and tactic components could become the building blocks for modeling cyber-foraging systems, and generating code from the models.

Related to the need for quantitative analyses, tools and methods to profile the parameters that influence the positive or negative effect on a system quality
when using a particular tactic is a research area that would be very beneficial for cyber-foraging, and architecture decision-making in general.

9.2.4 Architecture Patterns for Cyber-Foraging Systems

While the difference between patterns and tactics is a common topic of discussion in the software architecture community, Harrison and Avgeriou [54] provide a distinction that is consistent with our findings: “Architecture patterns describe the high-level structure and behavior of software systems as the solution to multiple system requirements, whereas tactics are design decisions that improve individual quality attribute concerns.” In essence, architecture patterns are composed of multiple tactics in order to address multiple system requirements. The development of architecture patterns for cyber-foraging systems based on the tactics in the catalog, that also maps to the usage contexts in Chapter 7 is a natural continuation of this research.
Summary

Cyber-foraging is a technique to enable mobile devices to extend their computing power and storage by offloading computation or data to more powerful servers located in the cloud, or to proximate servers called surrogates. There are two main forms of cyber-foraging. One is computation offload, which is the offload of expensive computation in order to extend battery life and increase computational capability. The second is data staging to improve data transfers between mobile devices and the cloud by temporarily staging data in transit on intermediate surrogates.

One of the main challenges of building cyber-foraging systems is the dynamic nature of the environments that they operate in. For example, the connection to a surrogate may not be available when needed, or may become unavailable during a computation offload or data staging operation. As another example, multiple surrogates may be available but not all have the required capabilities. Adding capabilities to deal with the dynamicity of the environment has to be balanced against resource consumption on the mobile device so as to not defeat the benefits of cyber-foraging. Being able to reason about the behavior of a cyber-foraging system in light of this uncertainty is key to meeting all its desired qualities, which is why software architectures are especially important for cyber-foraging systems.

While there is a large amount of research in cyber-foraging, the reality is that there are not many deployed, operational cyber-foraging systems. As these systems become more prevalent due to their proven benefits, combined with the emergence of micro data centers and edge clouds, a need will arise for guidance on their architecture and development.

This dissertation starts providing this guidance in the form of software architecture strategies for cyber-foraging systems. First, a catalog of architectural tactics for cyber-foraging systems is presented. These tactics were validated through three case studies and can be used by software architects to achieve system qualities such as resource optimization, fault tolerance, scalability, and security, while conserving resources on the mobile device. Secondly, a characterization of usage contexts for cyber-foraging, defined in terms of functional and non-functional requirements is presented in order to understand the usage contexts that benefit the most from cyber-foraging. Finally, a decision model for cyber-foraging systems is presented that maps functional and non-functional requirements for cyber-foraging systems to the set of architectural tactics. The end goal is to help software architects extend their design reasoning towards cyber-foraging as a way to support the mobile applications of the present and the future, while understanding the effects of their decisions.
Cyber-foraging is een techniek die mobiele apparaten toestaat om hun rekenkracht en geheugen uit te breiden door het uitbesteden van berekeningen en data naar krachtigere server in de cloud of naar naburige servers, zogenaamde surrogaten. Er zijn twee hoofdvormen van cyber-foraging. Eén vorm is computation offload, waarbij zware berekeningen worden verplaatst naar een server om de batterijduur en rekenkracht te verbeteren. De tweede vorm is data staging, hiermee worden gegevensverdrachten tussen mobiele apparaten en de cloud verbeterd door het tijdelijk laden van gegevens in overdracht op tussenliggende surrogaten.

Een van de belangrijkste uitdagingen bij het opzetten van cyber-foraging systemen is het dynamische karakter van de omgevingen waarin deze werken. De verbinding met een surrogaat kan bijvoorbeeld niet beschikbaar zijn wanneer deze nodig is, of kan onbeschikbaar worden gedurende computation offload of data staging operaties. Daarnaast kan het bijvoorbeeld ook zo zijn dat er meerdere surrogaten beschikbaar zijn, maar deze niet allemaal aan de vereisten voldoen. Het toevoegen van functionaliteit voor het omgaan met omgevingsdynamiek moet afgewogen worden tegen het extra verbruik op mobiele apparaten, om te voorkomen dat de voordelen van cyber-foraging teniet worden gedaan. Het kunnen redeneren over het gedrag van een cyber-foraging systeem in de context van deze onzekerheid is cruciaal om te voldoen aan alle gewenste eigenschappen. Dit is waarom vooral software-architectuur belangrijk is voor cyber-foraging systemen.

Hoewel er veel onderzoek gedaan is naar cyber-foraging, zijn er in de praktijk weinig operationele cyber-foraging systemen. Aangezien deze systemen steeds belangrijker worden, vanwege hun aangetoonde voordelen in combinatie met de opkomst van micro data centra en edge clouds, zal er behoefte ontstaan naar richtlijnen voor hun architectuur en ontwikkeling.

Dit proefschrift geeft een aanzet voor deze richtlijnen in de vorm van software-architectuurstrategien voor cyber-foraging systemen. Ten eerste wordt een catalogus van architectuurstrategien voor cyber-foraging systemen gepresenteerd. Deze strategien zijn gevalideerd door middel van drie case studies, en kunnen gebruikt worden door software-architecten om eigenschappen zoals resource-optimalisatie, fouttolerantie en veiligheid te realiseren, zonder de mobiele apparaten teveel te belasten. Ten tweede wordt een karakterisering van toepassingscontexten voor cyber-foraging gepresenteerd in de vorm van functionele en niet-functionele eisen, om inzicht te bieden in welke toepassingscontexten het meest geprofiteerd kan worden van cyber-foraging. Ten slotte wordt een beslis-
singsmodel voor cyber-foraging systemen gepresenteerd, waarin functionele en
niet-functionele eisen van cyber-foraging systemen worden gekoppeld aan de
gepresenteerde architectuurstrategieën. Het uiteindelijke doel is om software-
architecten te helpen hun ontwerpen richting cyber-foraging systemen uit te
breiden, om zo goed genormeerde mobiele applicaties van nu en de toekomst
te ondersteunen.
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