Chapter 2

GLOBAL DISTRIBUTIONS, TIME SERIES AND ERROR CHARACTERIZATION OF ATMOSPHERIC AMMONIA (NH$_3$) FROM IASI SATELLITE OBSERVATIONS

Ammonia (NH$_3$) emissions in the atmosphere have increased substantially over the past decades, largely because of intensive livestock production and use of fertilizers. As a short-lived species, NH$_3$ is highly variable in the atmosphere and its concentration is generally small, except near local sources. While ground-based measurements are possible, they are challenging and sparse. Advanced infrared sounders in orbit have recently demonstrated their capability to measure NH$_3$, offering a new tool to refine global and regional budgets. In this paper we describe an improved retrieval scheme of NH$_3$ total columns from the measurements of the Infrared Atmospheric Sounding Interferometer (IASI). It exploits the hyperspectral character of this instrument by using an extended spectral range (800–1200 cm$^{-1}$) where NH$_3$ is optically active. This scheme consists of the calculation of a dimensionless spectral index from the IASI level1C radiances, which is subsequently converted to a total NH$_3$ column using look-up tables built from forward radiative transfer model simulations. We show how to retrieve the NH$_3$ total columns from IASI quasi-globally and twice daily above both land and sea without large computational resources and with an improved detection limit. The retrieval also includes error characterization of the retrieved columns. Five years of IASI measurements (1 November 2007 to 31 October 2012) have been processed to acquire the first global and multiple-year data set of NH$_3$ total columns, which are evaluated and compared to similar products from other retrieval methods. Spatial distributions from the five years data set are provided and analyzed at global and regional scales. In particular, we show the ability of this method to identify smaller emission sources than those previously reported, as well as transport patterns over the ocean. The five-year time series is further examined in terms of seasonality and inter-annual variability (in particular as a function of fire activity) separately for the Northern and Southern Hemispheres.

*The content of this chapter has been published as: Van Damme, M., Clarisse, L., Heald, C. L., Hurtmans, D., Ngadi, Y., Clerbaux, C., Dolman, A. J., Erisman, J. W., and Coheur, P. F., Global distributions, time series and error characterization of atmospheric ammonia (NH$_3$) from IASI satellite observations, Atmos. Chem. Phys., 14, 2905–2922, doi:10.5194/acp-14-2905-2014, 2014.
CHAPTER 2. GLOBAL DISTRIBUTIONS, TIME SERIES AND ERROR CHARACTERIZATION OF ATMOSPHERIC AMMONIA (NH$_3$) FROM IASI SATELLITE OBSERVATIONS

2.1 Introduction

Human activities over the last decades have substantially perturbed the natural nitrogen cycle up to a level that is believed to be beyond the safe operating space for humanity (Galloway et al., 2008; Rockström et al., 2009; references therein). Similar to the carbon cycle, anthropogenic perturbations to the nitrogen cycle originate from the production of energy and food to sustain human populations, which causes the release of reactive nitrogen compounds (collectively abbreviated as Nr), principally in the form of nitrogen oxides (NO$_x$ = NO + NO$_2$), nitrous oxide (N$_2$O), nitrate (NO$_3$) and ammonia (NH$_3$).

The Nr released into the environment is dispersed by hydrologic and atmospheric transport processes and can accumulate locally in soils, vegetation, and groundwater (Galloway et al., 2008). Excess Nr has important impacts on the environment, climate, and human health (e.g., Sutton et al., 2011; Erismann et al., 2013) such as loss of biodiversity, vegetation damage, and an increasing number of coastal dead zones (Bobbink et al., 2010; Krupa, 2003; Diaz and Rosenberg, 2011). In fact, one single nitrogen atom, moving along its biogeochemical pathway in ecosystems, can have a multitude of negative impacts in sequence (Galloway et al., 2003). This sequential process, known as the “Nitrogen Cascade”, has been described in theory but quantitatively large uncertainties exist on atmospheric emissions as well as chemistry, transport, and deposition of Nr. These are such that our understanding of the environmental impacts of Nr is largely incomplete (Galloway, 2003; Erismann et al., 2013).

It is commonly acknowledged that the major uncertainties are related to reduced nitrogen compounds, and in particular NH$_3$ (e.g., Sutton et al., 2011; Erismann et al., 2007; Fowler et al., 2013). Globally, the EDGAR v4.2 emission inventory estimates that about 49.3 Tg of NH$_3$ was emitted in the atmosphere in 2008, with 81% of this amount related to agriculture: 58% to agricultural soils, 21% to manure management, and 2% to agricultural burning. The second most important source of NH$_3$ is vegetation fires (16% of global emissions in 2008), with substantial year-to-year variability (EDGAR-Emission Database for Global Atmospheric Research, 2011). In addition, the relative importance of emission sources show large variations at local and regional scales: for instance, combustion associated with catalytic converters could contribute up to 10% of the yearly emissions in the United States (Reis et al., 2009); in Europe the agricultural sector accounts for around 94% of the NH$_3$ emissions (EEA-European Environment Agency, 2012).

In the atmosphere, NH$_3$ is a highly reactive and soluble alkaline gas. Reactions with acidic gases formed from NO$_x$, sulphur dioxide (SO$_2$) emissions, as well as hydrochloric acid (HCl), can form secondary ammonium (NH$_4^+$) particles, which are important components of atmospheric aerosols of anthropogenic origin (Seinfeld, 1986; Finder et al., 2008). In this respect, model studies have shown that a reduction of secondary particulate matter in Europe could only be effectively achieved by reducing NH$_3$ emissions in concert with the reduction of other primary gases (Erismann and Schaap, 2004). The large uncertainties in emissions combined with the complexity associated with modeling aerosol formation are such that current models do not satisfactorily reproduce atmospheric measurements of NH$_3$. Current models exhibit a general tendency to underestimate the concentrations, at least in the industrialized Northern Hemisphere (Heald et al., 2012).

Observing the spatial and temporal distribution of atmospheric NH$_3$ is therefore essential to better quantify emissions, atmospheric concentrations, and deposition rates and to develop and evaluate relevant management strategies for the future. Until recently, all available measurements were limited to surface sites (Erismann et al., 2007), providing only a local snapshot. Furthermore, these surface automated measuring devices are expensive and not always reliable, putting a limit on what can be expected from these in situ measurements (Erismann et al., 2003; Laj et al., 2009). It is worth noting that airborne (e.g., Nowak et al., 2007, 2010) as well as ship (e.g., Norman and Leck, 2005; Sharma et al., 2012) NH$_3$ observations have recently been reported but these are restrained to campaigns with limited temporal and spatial coverage. The recently discovered capability of advanced IR-sounders to probe atmospheric NH$_3$ (Beer et al., 2008; Coheur et al., 2009; Clarisse et al., 2009; 2010; Shephard et al., 2011) is an important step towards addressing this observational gap. In particular, the Infrared Atmospheric Sounding Interferometer (IASI), which is aboard the European MetOp polar orbiting satellites, offers the potential for monitoring NH$_3$ distributions globally and on a daily basis. This capability stems, on the one hand, from its scanning mode and, on the other hand, from its unprecedented hyperspectral and radiometric specifications. The first global distributions were acquired by IASI in 2009 following a simplified retrieval method...
and by averaging the retrieved columns over a full year. In a subsequent case study of the San Joaquin Valley in California (Clarisse et al., 2010), a better understanding was achieved of what can be done with space-based measurements, and of the different parameters that affect measurement sensitivity (especially skin and atmospheric temperatures). It is shown that, when the detection is possible, the peak sensitivity for NH$_3$ is in the atmospheric boundary layer (Clarisse et al., 2010). Walker et al. (2011) introduced an innovative detection method, which substantially improves the NH$_3$ detection sensitivity of IASI. The availability of the satellite NH$_3$ measurements from IASI or the Tropospheric Emission Spectrometer (TES) has triggered work on particulate inorganic nitrogen in the United States: Heald et al. (2012) and Walker et al. (2012) used for this purpose one complete year of IASI measurements and a series of TES measurements, respectively, in combination with the GEOS-Chem model. Following these studies, TES measurements have been used to constrain emissions over the United States (US) and have highlighted the underestimation of emission inventories, particularly in the west (Zhu et al., 2013). IASI measurements have also been used to confirm the importance of agricultural sources of anthropogenic dust and the non-negligible role of NH$_3$ in determining their properties (e.g., lifetime) (Ginoux et al., 2012). Finally, IASI-NH$_3$ observations over Asia have been compared qualitatively to GEOS-Chem NH$_3$ columns in Kharol et al. (2013), suggesting that the emissions in the model are not overestimated.

The present paper describes an improved retrieval scheme for near real-time global NH$_3$ retrievals from IASI, building on the work of Walker et al. (2011). Here we retrieve NH$_3$ total columns from IASI with better sensitivity on a single measurement and on a twice-daily basis (i.e., using both the nighttime and daytime measurements); importantly, we also provide an appropriate error characterization. In the next section, we first review some of the main characteristics of IASI. In Section 3, the retrieval method is thoroughly described and its advantages are discussed against other existing retrieval schemes, especially the Fast Optimal Retrieval on Layers for IASI (FORLI) (Hurtmans et al., 2012). Section 4 provides an analysis of the global distributions of NH$_3$ acquired with this new retrieval method, underlining the improved sensitivity by the identification of new hotspots. In this last section the trends in NH$_3$ concentrations over five years of IASI operation are presented and discussed.

### 2.2 The Infrared Atmospheric Sounding Interferometer (IASI)

IASI is an infrared Fourier transform spectrometer, the first of which was launched aboard MetOp-A in October 2006 and has been operating since with remarkable stability (Hilton et al., 2012). A second instrument has been in operation on MetOp-B since September 2012, but here only the IASI-A measurements are analyzed. IASI combines the heritage of weather forecasting instruments with that of tropospheric sounders dedicated to atmospheric chemistry and climate (Clerbaux et al., 2009; Hilton et al., 2012). It circles in a polar Sun-synchronous orbit and operates in a nadir-viewing mode with overpass times at 9:30 local solar time (hereafter referred to as daytime measurements) and 21:30 local solar time (nighttime measurements) when it crosses over the Equator. The nadir views are complemented by measurements off-nadir along a 2100 km wide swath perpendicular to the flight line. With a total of 120 views along the swath, IASI provides near global coverage two times a day. It has a square field of view composed of four circular footprints of 12 km each at nadir, distorted to ellipse-shaped pixels off-nadir. IASI measures the infrared radiation emitted by the Earth’s surface and the atmosphere in the 645–2760 cm$^{-1}$ spectral range at a medium spectral resolution of 0.5 cm$^{-1}$ apodized and low noise (∼0.2 K at 950 cm$^{-1}$ and 280 K) (Clerbaux et al., 2009). The spectral performance and high spatial and temporal sampling makes IASI a powerful sounder to monitor atmospheric composition, with routine measurements of greenhouse gases and some reactive species (in particular carbon monoxide (CO), ozone (O$_3$) and nitric acid (HNO$_3$)) and other short-lived species, including NH$_3$, above source regions or in very concentrated pollution plumes. In total, 24 atmospheric species have been identified in the IASI spectra (Clarisse et al., 2011).
2.3 Retrievals of NH₃ from IASI

2.3.1 Overview of retrieval schemes and spectral ranges

NH₃ is detected in the thermal infrared spectral range in its ν₂ vibrational band centered at around 950 cm⁻¹ (Beer et al., 2008; Coheur et al., 2009). While many spectral features are potentially usable in the spectral range between 750 and 1250 cm⁻¹ (Figure 2.1), the early retrievals from TES and IASI have only used part of the available spectral information. For instance, TES retrievals (Shephard et al., 2011), which are based on an optimal estimation strategy and provide weakly-resolved profiles, exploit only a set of microwindows within the strong Q-branch between 960 and 970 cm⁻¹ (pink ranges in Figure 2.1), while the first global distributions from IASI were acquired using a brightness temperature difference based on a single NH₃ feature at 867.75 cm⁻¹ (vertical orange lines in Figure 2.1) (Clarisse et al., 2009). Near real-time distributions of NH₃ were later obtained from the Fast Optimal Retrieval on Layers for IASI (FORLI) processing chain described elsewhere in detail for CO, O₃, and HNO₃ profiles (Hurtmans et al., 2012). FORLI relies on a full radiative transfer model using the optimal estimation method for the inverse scheme. For the NH₃ profile retrievals it uses specifically a priori constraints from the TM5 model and a spectral range from 950 to 979 cm⁻¹ (green range in Figure 2.1). FORLI retrievals are, however, only performed on the IASI spectra from the morning orbit and for which the NH₃ signal is clearly detected in a first step. This produces a limited number of retrievals per day, which favor high concentrations (an example is provided in Figure 2.2). Preliminary usage of the FORLI-NH₃ retrieved profiles for model studies also revealed difficulties in using the averaging kernels (Heald et al., 2012), which are too low and not representative of the available information in the measurements as a consequence of the retrieval settings chosen to ensure...
stability and convergence with the optimal estimation framework.

The retrieval scheme we developed here avoids these weaknesses. One element of our improved retrieval algorithm relies on the detection algorithm of [Walker et al. 2011], which allows using a large spectral range. In fact, we extend the 800–1000 cm\(^{-1}\) range (red range in Figure 2.1) used in [Walker et al. 2011] to 800–1200 cm\(^{-1}\) (dark blue range in Figure 2.1). The second element of our improved algorithm is akin to the brightness temperature differences to column conversion from [Clarisse et al. 2009], but also accounting for the NH\(_3\) spectral signature dependence on thermal contrast.

2.3.2 A retrieval scheme based on the calculations of hyperspectral range index

The retrieval scheme presented here is built on the detection method described by [Walker et al. 2011], which can detect trace gases better than any other known method. It works especially well for those species which are only sometimes seen in IASI spectra. The first step is an extension of this detection method and consists of calculating a so-called Hyperspectral Range Index (HRI hereafter) from each IASI observation; in the second step the HRI is converted into a NH\(_3\) total column using large look-up tables built from forward radiative transfer calculations under various atmospheric conditions. The two steps are detailed below and more information can be found in appendix A.

2.3.2.1 Hyperspectral Range Index (HRI)

As opposed to brightness temperature differences (\(\Delta BT\)) which usually rely on a single specific spectral channel in which the target species is optically active, the HRI takes into account a broad spectral range to increase sensitivity. For NH\(_3\) from IASI we consider almost the entire \(\nu_2\) vibrational band, from 800 to 1200 cm\(^{-1}\) (dark blue range in Figure 2.1). The method developed in [Walker et al. 2011] relies on the optimal estimation formalism [Rodgers 2000], but with a generalized noise covariance matrix that contains the entire expected spectral variability due to all atmospheric parameters except NH\(_3\), in addition to the usual instrumental noise. In the spectral range selected here, the variability is associated mainly with temperature, ozone, water, clouds, and surface emissivity. In addition to lowering the detection threshold, the method has the advantage of providing in a single retrieval step (assuming linearity of the NH\(_3\) signature around a vanishingly small abundance) a quantity that is representative of the NH\(_3\) abundance, without having to retrieve other parameters. It is this quantity that
we refer to as the HRI. It is similar, other than units, to the apparent column retrieved in Walker et al. (2011). However, unlike the optimal estimation method, no information about the vertical sensitivity can be extracted. The use of a fixed Jacobian to calculate HRI does not allow generating meaningful averaging kernels.

More specifically, we first construct a mean background spectrum $\mathbf{y}$ and associated variance-covariance matrix $S_{y}^{\text{obs}}$ from spectra that are assumed to have no detectable NH$_3$ signature. With these the HRI of a measured spectrum $y$ is defined as

$$\text{HRI} = \mathbf{G}(y - \mathbf{y})$$

(2.1)

with $\mathbf{G}$ the measurement contribution function

$$\mathbf{G} = (\mathbf{K}^{T}S_{y}^{\text{obs}}^{-1}\mathbf{K})^{-1}\mathbf{K}^{T}S_{y}^{\text{obs}}^{-1}.$$  

(2.2)

Here $\mathbf{K}$ is the difference between a spectrum simulated with a given (small) amount and a spectrum simulated without NH$_3$. For the forward model the Atmosphit software was used (Coheur et al., 2005). With these definitions, $\mathbf{K}$ and $\mathbf{G}$ have respectively radiance and inverse radiance units. The HRI is, as a matter of consequence, dimensionless and will be either positive or negative, depending on the sign of $\mathbf{K}$ (positive for an absorption spectrum and negative for an emission spectrum).

For the calculation of $\mathbf{y}$ and $S_{y}^{\text{obs}}$ we used a subset of the IASI spectra measured on the 15 August 2010 (around 640,000 spectra in total), in which no NH$_3$ was detected. To select spectra with no detectable ammonia signature, we used an iterative approach (Clarisse et al., 2013). First, all spectra showing a significant brightness temperature difference at 867.75 cm$^{-1}$ ($\Delta$BT > 0.25 K) were excluded (Clarisse et al., 2009). Second, from the remaining set, an initial variance–covariance matrix $S_{y}^{\text{obs}}$ was built using the spectral interval between 900 and 970 cm$^{-1}$ and the HRI initially calculated. Finally, the spectra with a measurable HRI were removed to build a new $S_{y}^{\text{obs}}$ between 800 and 1200 cm$^{-1}$, which ultimately includes around 500,000 NH$_3$-free measurements.

The conversion of the HRI to total columns of NH$_3$ is not straightforward and requires full radiative transfer simulations. In our method, the conversion is done using theoretical look-up tables (LUTs) to achieve fast processing of the IASI data set from 2007 to the present.

### 2.3.2.2 Look-up tables

The LUTs were built by simulating a large amount of IASI spectra using a climatology of 4940 thermodynamic atmospheric profiles above land and 8904 profiles above sea (Chevallier, 2001) with the Atmosphit line-by-line

![Figure 2.3: NH$_3$ GEOS-Chem model profiles above a source area (red) and transported above sea (blue), used as reference for the radiative transfer simulations.](image-url)
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Figure 2.4: Look-up tables used to convert HRI into NH\textsubscript{3} total columns through the thermal contrast (left panels) with the associated retrieval error (right panels), above land (top panels) and sea (bottom panels). The tables are built from about 450 000 simulated IASI spectra above land and about 116 000 above sea; see text for details.

radiative transfer model. For these two categories a reference NH\textsubscript{3} vertical profile was used (Figure 2.3), which was constructed from a series of GEOS-Chem (www.geos-chem.org) v8.03.01 model profiles representative of polluted (for the land) and transported (for the sea) conditions in 2009 at 2\degree × 2.5\degree horizontal resolution. Model simulations were used as a substitute for representative NH\textsubscript{3} measured profiles that were not available. Figure 2.3 shows that the land standard profile peaks at the surface and decreases rapidly with altitude, whereas the ocean profile has its maximum at around 1.4 km. To include in the LUTs a representative set of NH\textsubscript{3} concentrations, the profiles were scaled by 13 different values from 0 to 10 (0; 0.1; 0.3; 0.5; 1; 1.5; 2.0; 3.0; 4.0; 5.0; 6.5; 8.0; 10.0) for the ocean and by 30 different values from 0 to 200 (0; 0.1; 0.3; 0.5; 1.0; 1.5; 2.0; 2.5; 3.0; 4.0; 5.0; 6.5; 8.0; 10; 12.5; 15; 20; 25; 30; 35; 42.5; 50; 62.5; 75; 87.5; 100; 125; 150; 175; 200) for the land. The largest concentrations for the simulations thus correspond to a concentration at the surface of close to 185 ppb.

In addition to the varying NH\textsubscript{3} concentrations, a critical dimension in the LUTs is the thermal contrast near the surface, which drives the sensitivity of the infrared measurements to boundary layer concentrations (e.g., Clarisse et al. [2010]; Bauduin et al. [2014]; Deeter et al. [2007]). It is defined here as the difference between the skin (surface) temperature and that of the air at an altitude of 1.5 km. While the climatology of Chevallier (2001) encompasses a range of thermal contrasts, it does not include enough variability for the large values that are the most favorable for probing NH\textsubscript{3} (Clarisse et al. [2010]). To ensure that the LUT characterizes these larger thermal contrasts, the surface temperature was artificially changed for each of the atmospheric profiles to provide reference cases characterized by thermal contrasts up to −20 to +20 K for the sea and −20 to +40 K for the land.

With these inputs, around 450 000 and 116 000 IASI spectra were simulated for land and sea, respectively, from which theoretical HRI values were calculated following equation (2.1). The LUTs, calculated independently for land and sea, link the HRI to the NH\textsubscript{3} column concentration (in molec/cm\textsuperscript{2}) and thermal contrast (K). This is achieved by averaging all the NH\textsubscript{3} columns in a box determined by a given thermal contrast and a given HRI plus/minus as an estimated error on each. The error on the thermal contrast (TC) is taken as $\sqrt{2} \times 1$ K (considering that both the skin and air temperature have an uncertainty of about 1 K; Pougatchev et al. [2009]) while the error on the HRI was taken as 0.0306, which corresponds to the standard deviation of HRI calculated for spectra above an area without NH\textsubscript{3} (20–30\degree N 30–40\degree W) for a period of 6 days (1–3 May 2010 and 1–
3 October 2010). The resulting LUTs are depicted in Figure 2.4. It shows that a given HRI can be associated with different values of the NH$_3$ column, depending on thermal contrast: for values of thermal contrasts close to zero the HRI is almost vanishing (indicating a signal below the measurement noise) and basically all values of NH$_3$ total columns are possible for a narrow HRI range. In contrast, for the largest values of TC, there is a one-to-one correspondence between HRI and the NH$_3$ column. This dependence also appears very clearly in the estimated errors (right panels in Figure 2.4) which are calculated as the standard deviation of the NH$_3$ columns inside the box defined previously. Errors are the largest (above 100%) for low values of TC and/or HRI, but above land they are generally well below 25% for TC above a few K and HRI larger than 0.5. Above sea, the HRI does not include large values (because the concentration range included in the forward simulations is smaller) but the relative errors follow the same behavior.

As the LUTs were built for a zero viewing angle, a cosine factor was applied to the calculated HRI values before the conversion in the LUTs to account for the increased path length at larger angles. The cosine factor was verified to properly correct the angle dependence for larger values of HRI. However, for lower values and low thermal contrasts, this factor appears to overcorrect and introduces a low bias for the larger angles. This is possibly caused by the fact that the noise error covariance matrix partially accounts for the viewing angle when the spectral noise dominates over the NH$_3$ spectral signature. In future versions of this product, the angle dependence could be removed completely by the use of angle dependent error covariance matrices.

A last source of error arises from the retrieval sensitivity to the vertical distribution of NH$_3$. This sensitivity is not included in the error assessment presented here as the measurements provide no information regarding the NH$_3$ vertical profile. As previously explained, two fixed profiles were chosen to retrieve NH$_3$ columns: a source profile for land and a transported profile for sea. Such an approach allows us to provide a coherent five-year data set produced with reasonable computational power. To test the dependence of the retrieval on the vertical profile used to build the LUTs, we have taken the observations over land on 15 August 2010 and used the LUT made for sea observations – built with a transported profile – to retrieve the concentrations. We compare the two sets of retrieved values and find that a regression line weighted by the error on the retrievals suggests a factor of two between the NH$_3$ columns obtained from a profile having its maximum at the surface and the columns obtain from one having its maximum at 1.4 km. Given that the two profiles differ substantially, it is reasonable to conclude that in the large majority of cases the factor of two is likely an upper bound for the error introduced by considering these constant NH$_3$ land/sea profiles.

![Figure 2.5](image)

**Figure 2.5**: Lowest possible detectable NH$_3$ total column, in molec/cm$^2$, above land (red) and sea (blue). The values are those for which the retrieved column would be significant below 2$\sigma$ in HRI.

Considering a detection threshold defined as 2$\sigma$ on the HRI, an indicative total column detection threshold of NH$_3$ as a function of thermal contrast can be calculated using the LUTs. The result is shown in Figure 2.5.
separately for land (red curve) and for sea (blue curve). It indicates that when the contrast in temperature is low (a value of $-2.9$ K for TC at 1.5 km corresponds to an almost vanishing contrast between the surface and the air just above it), the measurement is insensitive to even very high concentrations of NH$_3$. For the more favorable values of TC the IASI measurements should be able to measure NH$_3$ down to the $10^{16}$ molec/cm$^2$ level. As an illustration, this detection limit would allow measuring NH$_3$ columns year round in the San Joaquin Valley, where we measure columns varying above $10^{16}$ to $4.3 \times 10^{17}$ molec/cm$^2$ for 81% of the observations (median at $3.2 \times 10^{16}$ molec/cm$^2$).

2.3.2.3 Global processing of IASI data

The HRI are calculated following equation (2.1) from the IASI Level 1C radiance spectra, using the meteorological Level 2 information from the operational IASI processor (August et al., 2012) to calculate the thermal contrast. Note that occasionally the meteorological Level 2 data contain a complete temperature profile but no surface temperature. To not lose valuable data, for these scenes we retrieve the surface temperature directly from the spectra using window channels at 957 and 2143 cm$^{-1}$ (keeping the highest value) and the spectral emissivity database provided by Zhou et al. (2011). An example of processing is shown in Figure 2.6 for the same day (15 August 2010, morning overpass time), as in Figure 2.2. HRI distribution (top-left panel, Figure 2.6) depicts a global coverage with highest values over eastern Europe and Russia associated with the large fires outside of Moscow in 2010. Thermal contrast (top-right panel, Figure 2.6) is positive and high for low- and mid-latitudes and lower at higher latitudes; it is negative above Antarctica and part of Greenland. Data filtering is needed.
to remove unreliable columns from the NH$_3$ distribution. The bottom panel of Figure 2.6 shows data only for the scenes that have a cloud fraction below 25% and a surface temperature above 265.15 K. A more strict data filtering could be carried out by using the error (bottom-left panel, Figure 2.6) to exclude unreliable columns, including the high measurements observed above Greenland or Antarctica. The comparison between Figures 2.2 (FORLI optimal estimation scheme) and 2.6 (our new HRI-based retrieval scheme) reveal a significant additional number of daily retrieved NH$_3$ column values. As an indication, even considering only values with an error below 50%, we estimate a net gain of 16,082 measurements (or an additional 63% number of measurements) with our improved scheme.

2.4 Results and discussion

2.4.1 Product evaluation

A first characterization of the product is provided in Figure 2.7 with a histogram of the relative error on the retrieved NH$_3$ column for four different situations corresponding to land and sea observations, separately for the IASI morning and evening overpasses. The histogram, which is based on five years of observations, shows that the majority of measurements have an error above 75%. These situations correspond to small values of the HRI (small NH$_3$ column and/or low value of the thermal contrast), and are, as expected, mainly above sea. Retrievals with an error smaller than 75% are found above land and sea primarily during daytime (especially for the lowest errors), when the thermal contrast is generally positive. As will be shown in Section 4.2 (see for example Figure 2.10), the NH$_3$ measurements above sea are all in coastal regions and can be attributed unambiguously to transport from nearby continental sources. Another important conclusion from Figure 2.7 comes from the significant number of retrieved columns with errors below 50–75% during the evening overpass of IASI, and which are very likely associated with temperature inversions at a given altitude within the boundary layer, i.e., negative thermal contrasts, which strongly increase the retrieval sensitivity at that altitude (Clarisse et al., 2010; Bauduin et al., 2014). Finally, we conclude that the retrievals with the lowest errors (smaller than 25% on the column) are obtained above land for the daytime overpass and are associated with a large positive thermal contrast and a significant amount of NH$_3$.

![Figure 2.7](image-url)

Figure 2.7: Number of IASI NH$_3$ measurements with relative errors on the total column in the range 0–25, 25–50, 50–75, 75–100 and above 100% over five years (from 1 November 2007 to 31 October 2012).
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Figure 2.8: Histogram of the $\Theta$ values of the new retrieval scheme (orange), for a smaller hyperspectral range (green) and for a brightness temperature difference detection method (Clarisse et al., 2009) (blue) for 15 August 2010 (morning overpass). The standard deviation (STD) of $\Theta$ values associated with each approach shows the gain of sensitivity of this work using the HRI-based retrieval scheme.

To test the performance of the different detection methods and retrieval ranges we compare them in terms of sensitivity. As the different quantities (brightness temperature differences and effective retrieved columns) have different units, it is useful to look at the noise-to-signal ratio, which is dimensionless. As a measure of the signal we take the mean retrieved value of a collection of 100 spectra with a strong NH$_3$ signature. This value can then be used as a normalization factor for the noise. To measure the noise we take a large collection of spectra with no detectable NH$_3$ signature and for which we expect the retrieved (normalized) value (which we called $\Theta$) to be close to zero. The distribution of $\Theta$ values for the different detection methods is depicted in Figure 2.8. A good measure of the noise-to-signal ratio is the standard deviation of these distributions. Our newly developed scheme, based on the calculation of the HRI, provides the smallest standard deviation (0.04), indicating a gain of sensitivity as compared to the other detection methods. The comparison with an HRI calculation based on a smaller spectral range (800–1000 cm$^{-1}$, STD = 0.07) indicates the improvement given by the consideration of an extended range (800–1200 cm$^{-1}$). The improvement is largest in comparison to the initial brightness temperature approach presented in (Clarisse et al., 2009), characterized here by a standard deviation of 0.30.

A quantitative comparison between the NH$_3$ total columns retrieved from FORLI and the HRI scheme presented here is provided in Figure 2.9. The comparison is shown separately for one day (15 August 2010 – similar to Figures 2.2 and 2.6) and one year (2011, right panel) of IASI measurements, and is shown as a function of the HRI retrieval error (color bar). The agreement is excellent (closely matching the 1 : 1 slope) for the HRI retrievals with the smallest errors, as clearly seen for 15 August, a day with very large NH$_3$ total columns due to the fires in Russia. For the HRI derived columns with an error above 50 %, the FORLI retrievals are close to the a priori, indicative of a small NH$_3$ signature due to either low NH$_3$ or small values of the thermal contrast. When taken globally, the correlation between the columns retrieved by the two methods is high (Pearson’s r coefficient of 0.81 for the year 2011) but with the HRI columns on average 35 % lower. Overall the agreement is very good, considering the very different approaches and the dependence of the FORLI retrievals on the a priori. The HRI-based
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Figure 2.9: NH$_3$ total columns in molec/cm$^2$ retrieved in this work from the HRI retrieval scheme (y axis) versus those retrieved by FORLI (x axis) for 15 August 2010 (left panel) and over the entire year 2011 (right panel). The colors refer to the error calculated with the HRI retrieval scheme. The black line represents the 1 : 1 slope and the red line the linear regression weighted by the HRI retrieval errors. The Pearson’s $r$ coefficient, the values of slope and intercept from the linear regression are also given.

retrieval scheme removes this dependence, allows retrieval for the daytime and nighttime overpasses, above land and sea, and has the advantage of providing an associated error with each observation.

2.4.2 Global and regional distributions

With the HRI retrieval scheme, global distributions of NH$_3$ have been retrieved from IASI level 1C twice a day over five years of IASI measurements from 1 November 2007 to 31 October 2012. As the amount of daily data is not always sufficient to obtain meaningful global distributions (due to cloud cover and the availability of the temperature profiles from the EUMETSAT operational processing chain), it is convenient to consider monthly or yearly averages for some applications. However, averaging is not straightforward as the error is highly variable. To tackle this issue two approaches can be followed: applying a pre-filtering of the measurements by the relative error followed by an arithmetic averaging or using a weighted averaging method on the entire data set. The pre-filtering approach has the advantage of using only those measurements with the lowest error, but will lead naturally to a bias of the average towards the highest values (for which the error is lower). The weighted averaging method has the advantage of using all of the IASI observations and therefore introduces a smaller bias into the averaging. This is the approach chosen in what is presented next, where the measurements over the period of interest are further gridded in $0.25^\circ \times 0.5^\circ$ cells.

The column in each cell is then a weighted average:

$$\bar{x} = \frac{\sum w_i x_i}{\sum w_i},$$

(2.3)

where $w_i = 1/\sigma_i^2$ and $\sigma_i$ is the error – relative or absolute – on the retrieved column estimated on a pixel basis. The mean column itself can be assigned an error $\sigma$, which is calculated in a similar way:

$$\sigma = \frac{\sqrt{\sum \frac{1}{\sigma_i^2}}}{\sum \frac{1}{\sigma_i}}.$$  

(2.4)

Figure 2.10 shows the NH$_3$ total column distribution in molec/cm$^2$ averaged using relative error weighting over the five years, separately for the morning (top panel) and evening (bottom panel) overpass time. Note that a
post-filtering of the mean columns in the cells has also been carried out to obtain more reliable distributions: all cells with less than 50 (150) measurements per cell and a mean error $\sigma$ larger than 75 % (58 %) for the morning orbit above land (sea) have been rejected. The same was done for the evening data, with threshold values of 100 (300) individual observations per cell and 100 % (58 %) on the mean error in the cell. Also the relative error weighted averaging approach using equation (2.3) preferentially accounts for measurements with low relative error and this explains the large impact of fires plumes, as the IASI sensitivity and the $\text{NH}_3$ retrieval scheme efficiency is higher in these cases. Conversely, weighting with the absolute value of the error may introduce a lower bias as large columns with low relative error can still have large errors in absolute terms. Distributions averaged using absolute errors for the weighting are shown in Figure 2.11, similarly to Figure 2.10. We have also carried out a post-filtering on the global distributions of Figure 2.11 for the morning mean, we have excluded all pixels with less than 100 measurements and a mean absolute error larger than 90 % of the averaged column above land and sea; for the evening mean, we have excluded data with less than 100 measurements per cell for land and sea and an absolute error larger than the averaged columns for land and than 90 % of the averaged columns for sea. The differences between Figures 2.10 and 2.11 highlight the challenges associated with averaging data with large variability in concentrations and errors. In the following discussion, we consider only the distributions weighted with relative errors as it is representative of the more reliable observations and highlights all the events where high columns are observed over the course of the five years.

The daytime distribution (top panel in Figure 2.10) shows extreme average column values (up to $1.5 \times 10^{17}$ molec/cm² with error around 60 %) in Russia, which are due to the 2010 large fires and associated $\text{NH}_3$ emissions that persisted for several weeks in August 2010 (see Honi et al., 2013 and references therein). Other fire-related hotspot regions are seen over Alaska (from the 2009 fires), eastern Russia (2011), South America (mainly from 2010), and central Africa (throughout 2008–2012).

Most other hotspot regions are related to agriculture. Asia is responsible for the largest $\text{NH}_3$ emissions (EDGAR-Emission Database for Global Atmospheric Research, 2010), especially then over the Indo-Gangetic plain where we estimate total columns up to $6.4 \times 10^{17}$ molec/cm² (19 % error). This area is well known for its intensive agricultural practices and its industrial emissions (EDGAR-Emission Database for Global Atmospheric Research, 2011). Additional hotspot regions include the Fergana Valley and the central Asia area irrigated by the Syr Darya and the Amu Darya in Uzbekistan and Kazakhstan highlighted in previous studies (Scheer et al., 2008; Clarisse et al., 2009), as well as the North China Plain in China (see Figure 2.13 and Clarisse et al., 2009). While many of these larger hotspots have already been identified in our previous study (Clarisse et al., 2009) our new retrieval scheme allows detection of smaller and weaker $\text{NH}_3$ sources. A striking example is the $\text{NH}_3$ detected above regions associated with the development of intensive center-pivot irrigation agriculture in Saudi Arabia already seen by the LANDSAT instrument (NASA-National Aeronautics and Space Administration, 2012). Other newly identified source areas in Asia include the mouth of the Shatt al-Arab river (Iraq), Thailand and Indonesia. These are likely caused by biomass burning events on the Borneo and Sumatra Islands (Justice et al., 2011) and intensive fertilizer application on Java Island (Potter et al., 2010).

The distribution of atmospheric $\text{NH}_3$ in South America is driven by the fire events in 2010 (e.g., center of Brazil), but we can also identify new agricultural hotspots around Santiago (Chile) and in the Llanos area (Columbia, Venezuela) (LADA, 2008; Potter et al., 2010). Two main agricultural source areas show up in North America: the US Midwest region and the San Joaquin Valley (California, US), where high $\text{NH}_3$ columns are observed throughout the year (Clarisse et al., 2010) and up to $6.0 \times 10^{16}$ molec/cm² (17 % error). $\text{NH}_3$ columns are also now retrieved above eastern states of the US. Other new source areas are identified in Canada, for example southeast of Calgary and southeast of Winnipeg. Both areas are known for their high anthropogenic $\text{NH}_3$ emission (Environment Canada, 2013). In Africa, the largest columns are found over major agricultural regions, especially western Africa (Adon et al., 2010) as well as Sudan and Ethiopia (LADA, 2008). The largest columns were found in Nigeria, where averaged columns up to $2.6 \times 10^{16}$ molec/cm² (39 % error) were measured. Previously unreported hotspots include the Zambezi basin ( Mozambique) and particularly the Bethal/Secunda area (South Africa). The location of the latter suggests industrial emissions as the main source. The availability of retrievals over Oceania highlights hotspots in southern Australia and New Zealand, which correspond to the main agricultural land use systems for this continent (LADA, 2008; Potter et al., 2010). In Europe, the highest values...
Figure 2.10: NH$_3$ total columns (molec/cm$^2$) and relative error (bottom-left inset, %) distributions for five years of IASI measurements (1 November 2007 to 31 October 2012), in 0.25° × 0.5° cells for the morning (top panel) and evening (bottom panel) overpasses. The NH$_3$ distributions are a mean of all measurements within a cell, weighted by the relative retrieval error following equation (2.3). The error distributions are a weighted mean of the relative error of all observations within a cell, following equation (2.4).
Figure 2.11: NH$_3$ total columns (molec/cm$^2$) and relative error (bottom-left inset, %) distributions for five years of IASI measurements (1 November 2007 to 31 October 2012), in 0.25$^\circ$ × 0.5$^\circ$ cells for the morning (top panel) and evening (bottom panel) overpasses. The NH$_3$ distributions are a mean of all measurements within a cell, weighted by the absolute retrieval error following equation (2.3). The error distributions are a weighted mean of the absolute error of all observations within a cell following equation (2.4) and divided by the NH$_3$ total columns to provide an error distribution in %.
are measured above the Italian Po Valley (up to $3.3 \times 10^{16}$ molec/cm$^2$, 19 % error) and the Netherlands. The improved algorithm is also sensitive above the UK (Sutton et al., 2013b) and suggests marked emissions in eastern Europe.

The nighttime measurements show similar hotspots (bottom panel, Figure 2.10), but with larger relative errors caused by the general lower thermal contrast for the nighttime overpass. On a daily basis, the morning and evening distributions can be quite different as the measurements will be strongly dependent on the local thermal contrast (in several places, morning and evening measurements bring complementary information). While nighttime measurements of NH$_3$ have been reported before (Clarisse et al., 2010), this is the first time that a global nighttime distribution is obtained, which constitutes in itself an important improvement over previous work.

Figure 2.12: NH$_3$ total columns (molec/cm$^2$) distribution averaged for February 2011. A post-filtering has been carried out excluding columns with a mean error above 100 %. Transported NH$_3$ is observed mainly from fire plumes on the west and south coast of western Africa (1), and mainly from agricultural sources on the west coast of India (2), the Bay of Bengal (3) and the Gulf of Guinea (4).

Another major improvement compared to previous studies (both from IASI or TES) is the clear observation of large transported plumes NH$_3$, on the south coast of western Africa, around India and Mexico, and to lesser extent off the east coast of the United States. Atmospheric transport of NH$_3$ above the Mediterranean and Adriatic seas, emitted from agricultural activities in the Spanish Ebro and Italian Po valleys, respectively, is also observed by IASI as well as more sporadic transport events on the Plata River (Argentine coast). These results are spatially consistent with modeled distributions of Nr deposition (Duce et al., 2008) and with NH$_3$ wet deposition simulations (Dentener et al., 2006). A monthly distribution of NH$_3$ columns (February 2011) is depicted in Figure 2.12, showing (1) transported fires plumes on the west and south coasts of western Africa, (2) NH$_3$ transported from agricultural sources on the west coast of India, (3) the Bay of Bengal, and (4) the Gulf of Guinea. The source types have been attributed by comparing the NH$_3$ distribution with fire radiative power (FRP) measurements from the MODerate resolution Imaging Spectroradiometer (MODIS) instrument (Justice et al., 2011). Similar export of NH$_3$ from biomass combustion and other continental sources to the ocean has already been reported for the Atlantic and Indian oceans (Norman and Leck, 2005) and for the Bay of Bengal (Sharma et al., 2012) during ship campaigns.

The gridding method used for the global distribution in Figure 2.10 is not the most suitable for analyzing the NH$_3$ spatial distributions at smaller scales, as it smooths out some of the finer features. Figure 2.13 shows the regional NH$_3$ distribution over eastern Asia as an example, where each column is distributed in the corresponding IASI footprint (circular- to ellipse-shaped, depending on the angle off nadir) before being averaged in a smaller $0.05^\circ \times 0.05^\circ$ grid, following the same method as described above (i.e., error weighted averages, Eqs. 3 and 4). Fine-scale details of the emission regions are clearly revealed, with larger column values in areas where there is intensive agriculture. This is the case especially in the Hebei, Henan, Shandong and Jiangsu provinces (North China Plain, 1 in Figure 2.13), which altogether account for approximately 30 % of the N fertilizer consumption and 33 % of the crop production in China in 2006 (Zhang et al., 2010; Huang et al., 2012a). The North China Plain as a whole is responsible for 43 % of the NH$_3$ emitted from fertilization in China, while it represents only 3.3 % of the national area (Zhang et al., 2010; Huang et al., 2012a). Several smaller hotspots are detected in Figure 2.13, including (2) the Sichuan province where the emissions are mainly from livestock, (3) the Xinjiang province,
near Ürümqi and in Dzungaria and (4) around the Tarim basin, where there are sheep manure management and intensive fertilizer use (Huang et al., 2012a; Li et al., 2012). Overall, the patterns observed above China are in excellent qualitative agreement with the distribution of sources from the recent emission inventory of Huang et al. (2012a).

2.4.3 Temporal evolution

In Figure 2.14 we show the first time series of daily retrieved NH$_3$ columns above land over the course of the five years averaged separately for the entire Northern (NH) and Southern Hemispheres (SH). The average values were calculated following equation (2.3), using only the columns measured during the morning orbits of IASI. Higher columns are measured in the Northern Hemisphere (on average for the five years $1.5 \times 10^{16}$ molec/cm$^2$) as compared to the Southern Hemisphere ($1.1 \times 10^{16}$ molec/cm$^2$), which is mainly due to the dominance of agricultural sources in the northern part of the globe.

A seasonal cycle is observed in both hemispheres, with peak columns during local spring and summer. The seasonality in the Northern Hemisphere is especially pronounced, with columns varying from about $1 \times 10^{16}$ molec/cm$^2$ in winter (from October to February) up to double in spring and summer. The large columns measured throughout August 2010, which increase the average hemispheric column up to $4 \times 10^{16}$ molec/cm$^2$ on 5 August, are due to the large fires in central Russia (see, e.g., Figures 2.6 and R’Honi et al., 2013). In the Southern Hemisphere the seasonal cycle is less marked, the maximum columns being typically observed there for a three-month period extending from August to October, which corresponds to the biomass burning period in South America and southern Africa. In 2010 the emission processes were particularly strong in South America and the average hemispheric NH$_3$ value reaches $4.1 \times 10^{16}$ on 27 August. Note that the variations in the NH$_3$ columns as a function of the fire activity (from year to year) is qualitatively similar to that observed for carbon monoxide, for which large enhancements in 2010 in particular have been reported (Worden et al., 2013).
Figure 2.14: Time series of daytime NH$_3$ total columns above land, averaged each day separately over the Northern (NH, red) and the Southern (SH, blue) Hemispheres. The error bars correspond to the error calculated as equation (2.4) around the daily mean value. The red and blue lines are 11 day running means.

2.5 Conclusions and perspectives

We have described an improved method for the retrieval of NH$_3$ total column concentrations from IASI spectra, with improved sensitivity and near real-time applicability. The method follows a two-step process. The first step consists of measuring a so-called Hyperspectral Range Index from each IASI spectrum using an optimal-estimation like approach, in which the measurement variance–covariance matrix is set to represent the total spectral variability that is not attributable to NH$_3$. A spectral range extending from 800 to 1200 cm$^{-1}$, larger than that used in previous studies, was selected and the matrix was built using one day of IASI measurements. In a second step the HRI is converted into a total column of NH$_3$, using look-up tables (separately for sea and land) built from forward radiative transfer calculations and considering a large number of different atmospheric conditions. The error on the retrieved total columns was estimated from the look-up tables and shown to be strongly related to the thermal contrast, varying from more than 100% to lower than 25% error for the most favorable situations. The latter are usually above land and during daytime, when there is a combination of high thermal contrast and enhanced NH$_3$. We show that this improved method retrieves NH$_3$ with improved sensitivity over previous retrieval schemes. A detailed comparison with the retrieval results from the FORLI software, which uses a full radiative transfer model, showed good agreement overall (correlation coefficient of 0.81, with FORLI biased high by 35%).

Retrievals of the NH$_3$ columns for five years of IASI measurements have been performed, from which spatial distributions (separately for morning and evening orbits of IASI) and first time series have been derived and analyzed. A number of new hotspots have been identified from the five-year average global distributions, further highlighting the gain in sensitivity over earlier retrieval schemes. Export of NH$_3$, principally on the west coast of Africa and around India and Mexico, has been observed for the first time. We have shown with the example of eastern Asia that the improved retrieval method also detects fine patterns of emissions on the regional scale. Seasonal cycles have been studied from the time series, separately for the Northern and Southern Hemispheres. The seasonality was shown to be more pronounced in the Northern Hemisphere, with peak columns in spring and summer. In the Southern Hemisphere, the seasonality is principally related to the biomass burning activity, which leads to column enhancements mainly from August to October. The summer 2010 stands out in the time series in
both hemispheres as a result of the exceptional fires in Russia and in South America and Africa that year. Currently both MetOp-A and MetOp-B are in operation and so in the near future twice as much data will be available. The IASI program is foreseen to last at least 15 years and will be followed up by the IASI-NG mission aboard the MetOp-SG satellite series (Clerbaux and Crevoisier, 2013). IASI will therefore provide the means to study global emissions of NH$_3$ and the long-term trends. Observation of NH$_3$ export may also provide new information to assess the ocean fertilization from atmospheric NH$_3$ deposition and the residence time of this trace gas in export plumes. The high spatial and temporal sampling of IASI observations also offers a suitable tool for evaluation of regional and global models. For these purposes, validation (which is ongoing) is required, which is challenging as both the infrared satellite measurements and other monitoring methods each have their own set of limitations. Nevertheless, the complementarities between ground-based, airborne, and ship measurements with satellite instruments and associated modeling efforts will increasingly enable better assessments of the local to global atmospheric NH$_3$ budget, spatial distributions, and long-term trends.