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Abstract. In this paper we explore the use of semantics to improve diversity in recommendations. We use semantic patterns extracted from Linked Data sources to surface new connections between items to provide diverse recommendations to the end users. We evaluate this methodology by adopting a bottom-up approach, i.e. we ask users of a crowdsourcing platform to choose a movie recommendation from among five options. We evaluate the results in terms of a diversity measure based on the semantic distance of topics and genres of the result list. The results of the experiment indicate that there are features of semantic patterns that can be used as an indicator of its suitability for the recommendation process.

1 Introduction

Recommender systems help people cope with the amount of information available on the Internet. Widely used are collaborative filtering and content-based recommender systems. The first requires a high availability of ratings spread over the collection, otherwise it tends to suggest only rated items, preventing diversity. Content-based algorithms are based on the characteristics of the items, making less rated items more accessible, but still lacks diversity [4]. We extend the existing approaches with semantic patterns to improve diversity in recommendation results. Linked Data enables us to discover connections between items that otherwise would not surface. We use pattern frequency statistics in the linked datasets as indicators of the ability of patterns to produce recommendations. The goal of this experiment is to find the correlation between the objective statistical measures of patterns in linked data sources and the subjective user perception of their usefulness in order to define user-centered measures of relevance of the recommendations. We do this by performing the following steps: (1) identify relevant patterns in datasets, (2) define recommendation algorithms using these patterns, (3) evaluate with the crowd. This paper reports about the initial results on these contributions.
2 Related Work

Recommender systems developed upon Semantic Web Technologies were developed by Di Noia et al., who present a content-based recommender based only on Linked Data sources, showing its potentiality [5]. Their approach do not make use of content patterns. Oufaida and Nouali [10] propose a multi-view recommendation engine that integrates collaborative filtering with social and semantic recommendation. Our approach aligns more with the work of Aroyo et al. on a content-based semantic art recommender, where [1] explores a number of semantic relationships and patterns.

Semantic patterns as we define them share some similarities with the approach proposed by Sun et al. in [16] to define a path-based semantic similarity. However, our definition of patterns relies more on the work of Gangemi and Presutti [6], who introduce knowledge patterns to deal with the semantic heterogeneity of ontologies. Presutti et al. [12] used such patterns to analyze Linked Data, as a new level of abstraction. In this work, we define such semantic patterns for the purpose of diversity in recommendations.

The use of crowdsourcing for collecting users’ contributions has been explored by different works. For instance, Kittur et al. [8] present an exploratory study to show how the experimental design influence the quality of the contributions, we follow their best practices. Crowdsourcing has been used also to build ground truth data by Aroyo and Welty in [2]. Also Sarasua et al. [13] make an interesting use of crowdsourcing for ontology alignment.

3 Semantic Patterns in Recommendations

In ontologies, patterns can emerge in the combination of data instances, the types of these instances, and the links created by the properties. A semantic pattern connects a source type $T_1$ with a target type $T_{l+1}$ through steps consisting of property-type pairs. This can be formulated as an ordered set: \{$T_1, P_1, T_2, P_2, ..., T_l, P_l, T_{l+1}$\}. The length of the pattern is given by $l$. The type of the pattern depends on the instantiation of type $T_2$ to $T_l$, e.g. people pattern, etc. Patterns are called homogenous when $T_2$ to $T_l$ are of the same type and heterogenous when the types are different. The workflow we define utilizes such patterns for recommendation purposes: we extract and select patterns suitable for recommendations, performing specific analysis, and we produce recommendations ranked by the diversity measure we define.

**Extraction & Selection of Patterns** The sources where patterns can be discovered provide numerous candidates, hence it is critical to develop strategies to select relevant patterns. We perform a statistical analysis on the relation occurrences to select candidate patterns on the basis of their frequency, e.g. how many times the pattern is instantiated. Frequencies are calculated in two ways: considering only the properties involved in the pattern (*property frequency*), and considering also the types involved (*type frequency*). The property frequency is considered *global*,
when calculated on the whole source, and *local*, when calculated in relation to an instance. For this experiment, we select patterns using different combinations of frequencies in order to test the correlation between frequencies and users’ evaluations. We order the patterns on the basis of the property frequencies and we selected 6 patterns per frequency type: the two most frequent, the two less frequent and the two in the middle.

**Diversity measure** Diversity in recommendations is usually defined to be applied to list of items, aiming at reducing the number of similar items in the result set [14,17,7]. On the contrary, we designed a measure that does not require a list of recommendations because it is calculated with respect to the items in the user profile, hence, it can be applied also to single recommendations. This measure is defined upon the concept of semantic similarity, in a similar fashion of Middleton et al. [9] and Bogdanov et al. [3]. It allows us to suggest movies which are not exactly the users’ favorites, but that are still related to them. We can consider all the metadata about a movie which consists of nouns (i.e. genre, topic, synopsis). Using relevance feedback we can identify the right value of diversity per metadata up to the right balance. Given two programs, \( p_1 \) and \( p_2 \), to calculate the measure we (1) extract genre and topic of \( p_1 \) and \( p_2 \); (2) calculate the semantic similarity between genres and topics; (3) calculate the diversity as one minus the semantic similarity; (4) calculate the diversity measure as the average of the previous ones. We use the Wu & Palmer measure [18], but other measures are possible as well.

\[
Div(p_1, p_2) = \frac{(1 - \text{sim}(\text{genre}(p_1), \text{genre}(p_2))) + (1 - \text{sim}(\text{topic}(p_1), \text{topic}(p_2)))}{2}
\]

### 4 Experimental Design

The experiment was performed on the platform CrowdFlower\(^1\) to collect user feedback about recommendations generated using a selection of semantic patterns extracted from DBpedia\(^2\). We ask the users to select a match for a given movie from among five options, providing poster and synopsis. We proposed the following context: "You are buying a movie for a friend and you want to get the “buy one, get two” promotion. Which of the following movies would you match with the starting one in order to surprise your friend with something not trivially related?”. Four options are defined with semantic patterns and ranked with IMDB ratings. We used IMDB to improve the probability of users knowing the movie to test different values of our diversity measure, as shown in Fig. 1. The fifth option is chosen from the Amazon\(^3\) recommendations as a baseline to compare our performances. The options are in randomized order to avoid bias effects. We also ask the users to explain their choice, to obtain an indication on how they made it and to identify potential spammers. Additionally, we ask

---

\(^1\) [http://crowdflower.com](http://crowdflower.com)

\(^2\) [http://dbpedia.org](http://dbpedia.org)

\(^3\) [http://amazon.com](http://amazon.com)
the users to type the third word in the synopsis of the movie they chose, as an additional spammer detecting question, following the best practices suggested by [8]. In particular spammers are supposed not to put any effort in the task, hence open questions are filled in with nonsense lists of characters. We use a bottom-up approach, i.e. instead of asking users to evaluate a recommendation, we ask them to choose it. In this way we try to be less intrusive as possible in affecting the users’ choice.

Table 1: Generic example of options with related patterns.

<table>
<thead>
<tr>
<th>Starting movie</th>
<th>Pattern</th>
<th>Selected Movie</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Devil Wears Prada</td>
<td>Amazon</td>
<td>Confessions of a Shopaholic</td>
</tr>
<tr>
<td></td>
<td>Starring - Narrator</td>
<td>The Living Sea</td>
</tr>
<tr>
<td></td>
<td>Writer</td>
<td>We Bought a Zoo</td>
</tr>
<tr>
<td></td>
<td>Producer</td>
<td>Forrest Gump</td>
</tr>
<tr>
<td></td>
<td>Set Location</td>
<td>The Bourne Ultimatum</td>
</tr>
</tbody>
</table>

Table 1 shows an example of the five options, starting with the Amazon recommendation, followed by the pattern starring-narrator, i.e. an actor in the starting movie performs as the narrator in the suggested movie. The last three options are movies that share the same properties with the starting movie: the writer, the producer, and the set location.

5 Results

We chose 12 movies of three different genres (thriller, history and crime), and selected 12 people patterns (i.e. patterns which involve only types “person”) per movie. We built 36 tests and we collected 720 contributions (one contribution per user). 28 spammers were identified and eliminated from the results.

By comparing the results with the Amazon recommendation, all those suggestions that received an high number of votes (on average 27) are also reachable through semantic patterns, namely the starring pattern and the director patterns of length 2. The other Amazon recommendations received a low number of votes (on average 5.3) and performed clearly worse than the semantic patterns ones. This is an interesting result: our method can provide recommendations that can satisfy multiple needs. In order to evaluate the performances in these terms, we consider the explanation for the choices provided by the users. Although we asked the users to address diversity, the explanations show that this was not always what drove them. So, we clustered the choices on the basis of the users’ comments into three categories: similar, different and not applicable (i.e. difficult to assess). Three patterns resulted peculiar for recommendations in the category ‘different’: cinematographer-director, cinematographer-child-cinematographer and director-editing.

In Fig. 1, we can see the distribution of the diversity values over the movies used in the experiment. In the top right corner there are the movies that are more
Fig. 1: For every starting movie, the diversity of recommendations is shown. In (0:0) there are the genre and topic of the starting movie. The labelled movies are the most chosen ones.

different from the starting one. Users that chose those movies did not always perceive this diversity, and they often disagree. For instance, the comments from two users who chose the pair Amadeus - Scarface were quite different. One user says: “Both movies are about the life of times of the lead characters.”, hinting at similarity. The other user says: “Pairing Scarface with Amadeus would be a surprise. Both films are American classics and contain amazing performances. Both films are biographical in nature as well. However, Amadeus is a ”period” film set in Austria and features classic works by Mozart. It’s joyous and moving, Scarface is a crime drama focused on the dark underbelly of the drug cartels. It’s big moments and shocks come not from musical masterpieces, but brutal violence.”, hinting at diversity. This suggests that the perception of the diversity is highly correlated with the users’ knowledge of the movies, and attitude towards the task as well. However, this topic requires more investigation, which will be addressed in the future.

6 Analysis and Discussion

Our aim is to determine the most important features of a pattern to deliver meaningful recommendations. We consider local and global property frequencies, type frequencies, and length of the patterns. We perform correlation tests between the features and the users’ feedback, using Spearman rank correlation test [15]. The results of this preliminary analysis show that there is a correlation between features of the semantic patterns and users’ feedback. In particular, the global property frequency is positively correlated (0.32) to the users’ feedback,
Table 2: Correlations between pattern features and users’ feedback.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Correlation</th>
<th>p-value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global property frequency</td>
<td>0.32</td>
<td>7.921e-08</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Local property frequency</td>
<td>0.19</td>
<td>0.0001326</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Type frequency</td>
<td>0.23</td>
<td>0.0001292</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Length</td>
<td>-0.35</td>
<td>1.616e-10</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>All features</td>
<td>-0.35</td>
<td>3.638e-11</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Global &amp; Local property frequencies</td>
<td>-0.29</td>
<td>6.406e-10</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Global property &amp; Type frequencies</td>
<td>-0.34</td>
<td>1.073e-09</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Global property frequency &amp; Length</td>
<td>-0.40</td>
<td>9.629e-11</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Local property &amp; Type frequencies</td>
<td>-0.20</td>
<td>0.0007238</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Local property frequency &amp; Length</td>
<td>-0.36</td>
<td>1.08e-09</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Type frequency &amp; Length</td>
<td>0.39</td>
<td>3.799e-11</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Global &amp; Local property &amp; Type frequencies</td>
<td>-0.28</td>
<td>1.977e-06</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Global &amp; Local property frequencies &amp; Length</td>
<td>-0.38</td>
<td>1.119e-10</td>
<td>99% confidence level</td>
</tr>
<tr>
<td>Local property &amp; Type frequencies &amp; Length</td>
<td>-0.30</td>
<td>3.171e-07</td>
<td>99% confidence level</td>
</tr>
</tbody>
</table>

i.e. the more frequent the pattern in the source, the more suitable it is for recommendations. The length of the pattern is, instead, negatively correlated (-0.35) to the users’ feedback, i.e. longer patterns introduce too vague links between items, which seems not relevant for users. We performed the Principal Component Analysis [11] on the results to test different combination of the features. A combination of the global property frequency and the length of the pattern increased the correlation up to 0.40, confirming the prominence of these features in the prediction of the pattern usefulness in the recommendation process. These numbers represent a moderate correlation, however, given the limited size of the experiment, both in terms of patterns and users, and the fact that we do not take into consideration users’ profile, these numbers are indicators for further research. In Table 2 we report the correlations, the p-value of the tests and their significance. In all cases we can reject the null hypothesis, i.e. all the correlation coefficients are significantly different from zero.

7 Future Work

We aim at improving our results by exploring other patterns features, as well as other sources, e.g. IMDB. We plan to perform larger scale experiments in order to compare general and domain specific vocabularies and analyze their differences in terms of patterns and coverage of items. Further, we will study the user perceived importance of each of the candidate patterns for the recommendation relevance and diversity, taking into consideration users’ profiles.
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**Semantic Patterns** connect a **source type** with a **target type** through **property-type** pairs.

<table>
<thead>
<tr>
<th>Source type</th>
<th>Type</th>
<th>Target type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schindler’s List</td>
<td>director</td>
<td>Steven Spielberg</td>
</tr>
<tr>
<td></td>
<td>producer</td>
<td>Lincoln</td>
</tr>
</tbody>
</table>

**Pattern Statistics**

- **Global Frequency**: how many times a pattern appears in the source.
- **Local Frequency**: how many times a pattern appears in the source considering the instantiation of the source type (i.e. Schindler’s List).
- **Type Frequency**: how many times a pattern appears in the source considering the instantiation of the type(s) involved (i.e. person).
- **Pattern Length**: number of properties involved in the pattern.

**Setup**

CrowdFlower workers choose a movie recommendation from 5 options:

- 4 recommendations generated by DBpedia patterns.
- One is from Amazon recommendations.

For each choice we collect also the motivation.

**Some numbers**

- 36 tests
- 12 movies
- 3 genres
- 12 patterns (people-based)
- 722 contributions
- 28 spammers
- 157 hours

**Results**

- Global Frequency and pattern length are the statistics which correlate higher with the users’ choices.

The goal of this study is to identify statistics of the patterns that indicate their suitability for the (diversity enabled) recommendation process.

**Recommendation Diversity** is calculated as the semantic distance between genres and topics of the recommended items and the items in the user profile.