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Abstract:  
In this paper we present the results of a study aiming at integrating socio-cultural factors into predictive modelling. So far, predictive modelling has largely neglected the social and cultural dimensions of past landscapes. To maintain its value for archaeological research, therefore, it needs new methodologies, concepts and theories. For this study, we have departed from the methodology developed in the 1990s during the Archaeomedes Project. In this project, cross-regional comparisons of settlement location factors were made by analyzing the environmental context of Roman settlements in the French Rhône Valley. For the current research, we expanded the set of variables with ‘socio-cultural’ factors, in particular accessibility, visibility, and the effect of previous occupation, and created predictive models from this. In this way, we have developed a protocol for predictive modelling using both environmental and socio-cultural factors that can easily be implemented for different regions and time periods.
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1. Introduction

Archaeological predictive modelling has a long history of application, especially in cultural resources management (see Judge and Sebastian 1988; Verhagen 2007; Kamermans et al. 2009). Despite its popularity for archaeological heritage management, it has also been the subject of substantial criticism from academic researchers (van Leusen 1996; Whealey 2004; van Leusen and Kamermans 2005; Kamermans 2007). The goals of predictive modelling in heritage management are the accurate and cost-effective prediction of the location of archaeological remains within a limited region. However, academic researchers are usually more interested in finding explanations of why archaeological remains are concentrated in particular parts of the landscape. Predictive modelling can be used as a tool for this purpose as well, but should be used with caution. Little attention is paid to the role of socio-cultural factors in prehistoric and historical site location choice (Verhagen et al. 2010). The result is a rather static way of modelling, in which the human factor remains unexplored. Furthermore, issues of temporality have been addressed uncritically or insufficiently. To maintain its value for archaeological research, therefore, predictive modelling needs new methodologies, concepts and theories.

For this study, we have tried to address this issue by developing a protocol for predictive modelling, using both environmental and socio-cultural factors, that can easily be implemented for
different regions and time periods. The methodology used was originally developed in the 1990s during the Archaeomedes Project (Favory et al. 1999; van der Leeuw 1998; van der Leeuw et al. 2003; Nuninger et al. 2008). In this project, the surroundings of Roman settlements in 8 study regions in the French Rhône Valley were analyzed in order to make cross-regional comparisons of potential settlement location factors, like slope, aspect, solar radiation and soil type. However, at the time this method was not used for predictive modelling purposes, and did not include an analysis of non-environmental factors. For the current research, we have adapted regions, the Vaunage (Languedoc, France), Argens-Maures (Provence, France) and Zuid-Limburg (the Netherlands; Fig. 1).

When we are speaking of ‘socio-cultural’ variables, we can distinguish two different classes. On the one hand, we have variables that can be described as measurable attributes of the archaeological site sample itself; they are not related to any environmental factor. These include properties like site location, size, functional type or duration of occupation. They can be considered as expressions of forms of social behaviour, even when the interpretation of the specific behaviour involved may be subject to discussion. In themselves, these variables are not extremely difficult to obtain, but the problems of analysing and interpreting archaeological site databases are manifold and must be addressed before these properties can actually be used for predictive modelling. The second class of socio-cultural variables concerns features of the landscape itself that can be interpreted as having socio-cultural significance, for example visibility, topographical prominence, or accessibility. These could be described as socio-cultural landscape variables, and are not necessarily excluded from ‘traditional’ predictive modelling. It can, in fact, be argued that all environmental variables have a cultural component, even though for most variables used in traditional predictive modelling this cultural aspect is usually related to subsistence economy, and not to e.g. ritual practices.

When thinking about ways to include socio-cultural factors in predictive modelling, two main approaches can be followed, that can be described as theory-driven (deductive) and data-driven (inductive) modelling (see Verhagen 2007). Both approaches have been applied to predictive modelling ever since the technique was developed in the 1970s, but data-driven modelling has long been dominant (see also Judge and Sebastian 1988; van Leusen and Kamermans 2005). Data-driven models take a set of input variables, usually representing natural landscape features, and use statistical methods to find correlations between archaeological site location and the environment. These correlations are then extrapolated to areas where no archaeological sites have been found. Theory-driven models on the other hand, depart from hypotheses about site location preferences, and combine the variables involved, usually by some form of multi-criteria analysis, into a predictive model. Theory-driven models have clear advantages over data-driven models: they involve the perspective of human decision making in
modelling, and there is no need to develop elaborate archaeological site databases in order to run and test the models (Verhagen and Whitley 2012). There are however also disadvantages to this type of modelling, because it needs a well-defined theoretical framework for settlement location choice. Whitley et al. (2010), for example, developed an elaborate theory-driven predictive model for settlement location choice in the coastal areas of Georgia (USA), based on detailed historical and ecological information on subsistence strategies of the 16th century native American population in the area. In many cases, these frameworks are not available or insufficiently developed, or the necessary data may not be available. So, in practice, many predictive models will continue to be made using a data-driven approach, trying to get the most out of the available environmental and archaeological datasets. In those cases, the inclusion of socio-cultural factors can still be an option, but very few studies have actually tried to do this (but see Ridges 2006). The current paper takes a somewhat intermediate position, and uses theoretically informed data-driven modelling to better understand the role of socio-cultural variables for Roman rural settlement patterns.

2. Study Areas

The study areas were chosen because they all have good quality archaeological data of rural settlements in the Roman period. This allows us to make cross-regional comparisons and test the quality of the predictive models made. Two of those areas, the Vaunage and Argens-Maures, are regions that were already analyzed during the Archaeomedes Project. The data for Zuid-Limburg are part of a larger dataset stretching into adjacent areas of Belgium and Germany that was analyzed by Karen Jeneson for her PhD-research (Jeneson in prep.).

The study regions show considerable differences in landscape (Fig. 2). The Vaunage region is a basin surrounded by low hills in the Languedoc west of the town of Nîmes, with a total area of 204 km². The Argens-Maures region consists of a mountain range (Massif des Maures) on the Mediterranean coast near Fréjus, with the Argens river valley running on its north side from east to west. The total area is 986 km². Zuid-Limburg is a hilly region of 914 km², with the river

*Figure 2. The landscape characteristics of the study areas.*
Meuse running from south to north on its western margin. The major towns in it are Maastricht and Heerlen. The original research area stretches across the Dutch border into Belgium and Germany, but it was decided to restrict the study region to the Dutch part, since it was impossible to obtain environmental datasets at the same level of resolution for all three countries involved.

The archaeological data collected in the French study regions using systematic survey during the Archaeomedes Project have gone through a process of careful inspection and classification into functional categories on the basis of the available finds information (predominantly building material and site size). It allows for a chronological resolution of 100 years for most settlements. The dataset includes sites dating from 800 BC until 800 AD, so it covers a much longer time span than the Roman period. For Zuid-Limburg, the available information on site dating and function is much less detailed, no systematic survey was done, and in many cases the chronological resolution cannot be made more specific than 'Roman period' (12BC – 450AD). Nevertheless, within the Netherlands it is probably the most detailed and complete dataset available. We did not analyze geographical research biases for the three study regions, basically because of a lack of reliable evidence concerning this. The available evidence however does not indicate serious biases in data collection (Nuninger 2002), so we expect the data to be representative for all landscape contexts, except locally as in the Argens alluvial plain (Bertoncello 2011) - but this judgement is based on expert opinion.

3. Modelling Approach

Our main goal was to establish whether including socio-cultural factors actually makes a difference for the interpretation of site location patterns and predictive model quality. The modelling was set up using a restricted set of variables based on the available digital elevation models and archaeological settlement data. While soil type is known to have been a factor for Roman rural settlement location choice as well (Favory and van der Leeuw 1998), synchronizing soil mapping systems between different areas of France and the Netherlands would have been too complicated. The 50 x 50 m DEMs used for the French regions (originally obtained from the IGN) only contained integer values for elevation, and were therefore re-interpolated to floating point to get rid of the artificial terraces. For Zuid-Limburg, the impact of modern urbanisation and mining is much more evident than for the more rural French study regions. The modern-day disturbances contained in the available 5 x 5 m LiDAR-based DEMs proved to be too disruptive for the analysis, so a new DEM was created by digitizing and interpolating the 2.5 m interval contours from 1920s topographical maps scale 1:25,000. These contours represent the situation just before large scale mining and urbanisation in the area started.

From the digital elevation models, three basic ‘environmental factors’ were derived: slope, aspect and solar radiation. These are thought to have been important for site location primarily because of their interest for agricultural production, and were already shown to have influenced site location patterns in the Archaeomedes Project. Furthermore, the DEMs were used to extract two additional factors that have a stronger socio-cultural connotation:
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the accessibility of the landscape (approached through the calculation of path density maps; see section 4), and visibility (through the calculation of total viewsheds). From the settlement data, three additional factors were derived that are potentially of interest to settlement location choice: the impact of previous settlement (‘heritage’), the position of sites in the settlement network, and the hierarchical position of the settlements (Fig. 3). In this paper however, we will only focus on the combination of the accessibility factor with the environmental factors, since the other analyses are still in progress. It illustrates the general process of model building, and gives some preliminary answers to the question if socio-cultural factors actually improve the location patterns in these particular archaeological and environmental settings.

An important element of the modelling is the concept of context: instead of just analyzing the landscape characteristics at the location of an individual grid cell, a radius around each cell is used. This method was originally developed in the Archaeomedes Project, and originally only involved the analysis of radii around settlements (Favory et al. 1999; van der Leeuw 1998; van der Leeuw et al. 2003; Nuninger et al. 2008). For predictive modelling purposes however, it is also important to know the characteristics of locations where no archaeological evidence is found, so for the current study all grid cells in the study regions were taken into account. First, it involves the categorization of the variables used into discrete classes. For example, the slope map was reclassified into 5 classes (0-2%, 2-4%, 4-8%, 8-15% and > 15%) that are roughly equally distributed over the total of the three study areas. For each cell in the study areas, the proportions of these discrete classes within a certain radius are then calculated.

It should be stressed that the choice of the size of the analysis radius is not based on theoretical considerations about site catchment sizes. Instead, the appropriate radius for analysis was defined as the one that provided most statistical contrast in the context profiles. If a category was present in more than 50% of the cases (i.e. context units centred on each cell), and if the standard deviation of the proportions for this category was > 15%, then the variable was considered significant. The radius with the largest number of significant variables was then considered the most appropriate one. For each of the three study regions the most appropriate radius obtained was 250 m, corresponding to a circular region around each cell location containing 81 grid cells of 50 x 50 m.

In the first run of the model, only the environmental factors slope, aspect and solar radiation were analyzed, to provide a purely environmentally based model as a baseline. The context profiles were calculated for 16 variables for each cell in each region, a total of 819,398 grid cells. These profiles were then used to classify the landscape into broad, discrete regions sharing similar environmental characteristics. For this, first a Principal Components Analysis (PCA) was done, to identify and isolate the main statistical trends. On the basis of inspection of the scree plot of the PCA, it was decided to keep the 5 most important factors explaining almost 80% of the variation. A Maximum Likelihood Classification was done on these 5 factors, resulting in a map with 6 different landscape classes (Fig. 4). The resulting classes can be described in general terms as follows:

Class 1: predominantly north-facing medium slopes, low solar radiation (west- and east-facing slopes represented as well).

Class 2: steep slopes, predominantly low solar radiation, but sometimes with high solar radiation as well.

---
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Class 3: south-facing steep slopes, very high solar radiation.

Class 4: predominantly south-facing gentle slopes, high solar radiation (west- and east-facing slopes represented as well).

Class 5: flat areas or gentle slopes, low to medium solar radiation.

Class 6: flat areas or gentle slopes, medium to high solar radiation.

Importantly, these landscape classes are based on the total number of context profiles over all three study regions. All classes occur in all three regions, but not in equal amounts, since the landscapes characteristics are different. Since the Vaunage region is much smaller than the other two regions, its contribution to the final classification is of course less important.

The archaeological sites were then overlain on the landscape classification map, and a $\chi^2$-test was employed to see if any significant site location preferences could be established. Relative gains (Wansleeben and Verhart 1992; Verhagen 2007) were calculated to see how strong site location preferences are (Table 1).

For Zuid-Limburg, the results are not statistically significant, and do not provide any evidence for a preference of settlement in a specific environmental context. For the Vaunage, the results are statistically significant and indicate an absence of preference as well. For the Argens-Maures region, a stronger patterning can be discerned. This is probably due to the more rugged relief in this region. The steeper slopes in this region will have made areas. When looking at a more detailed chronological scale, we can see that for the French study regions the predictive power of the model is higher for the 1st century AD than for the 1st century BC, the first period of Roman settlement. It seems that during the initial agrarian colonization of the areas, environmental factors did not play an important role for choosing settlement locations. Later however, it seems that the environmental context became more important and settlements were located in more specific locations. This phenomenon was already observed in the Archaeomedes Project (Favory et al. 1999; Tourneux 2000), as well as in the Combas region north of the Vaunage by Fovet (2005). For Zuid-Limburg, this tendency seems to be reversed, with a more specific location choice in the first phase of

<table>
<thead>
<tr>
<th>Region</th>
<th>Period</th>
<th>$\chi^2$</th>
<th>p</th>
<th>max. gain</th>
<th># settl.</th>
<th>% settl.</th>
<th># contexts (cells)</th>
<th>% contexts (cells)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>800 BC - 800 AD</td>
<td>57.98</td>
<td>0.0000</td>
<td>9.7%</td>
<td>1178</td>
<td>100%</td>
<td>819277</td>
<td>100%</td>
</tr>
<tr>
<td>Limburg</td>
<td>Roman (12 BC - 450 AD)</td>
<td>7.97</td>
<td>0.1578</td>
<td>4.4%</td>
<td>378</td>
<td>100%</td>
<td>352971</td>
<td>43%</td>
</tr>
<tr>
<td></td>
<td>Early Roman (12 BC - 70 AD)</td>
<td>5.29</td>
<td>0.3100</td>
<td>20.1%</td>
<td>26</td>
<td>7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Middle Roman (70 - 270 AD)</td>
<td>4.35</td>
<td>0.5000</td>
<td>6.9%</td>
<td>54</td>
<td>14%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaunage</td>
<td>800 BC - 800 AD</td>
<td>17.84</td>
<td>0.0030</td>
<td>8.0%</td>
<td>336</td>
<td>100%</td>
<td>81418</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>200 - 101 BC</td>
<td>11.59</td>
<td>0.0400</td>
<td>27.7%</td>
<td>29</td>
<td>9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 - 1 BC</td>
<td>7.49</td>
<td>0.1868</td>
<td>10.2%</td>
<td>75</td>
<td>22%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 - 99 AD</td>
<td>22.11</td>
<td>0.0005</td>
<td>14.5%</td>
<td>181</td>
<td>54%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 - 199 AD</td>
<td>20.57</td>
<td>0.0010</td>
<td>14.9%</td>
<td>160</td>
<td>48%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argens</td>
<td>800 BC - 800 AD</td>
<td>24.47</td>
<td>0.0002</td>
<td>10.4%</td>
<td>464</td>
<td>100%</td>
<td>384888</td>
<td>47%</td>
</tr>
<tr>
<td></td>
<td>200 - 101 BC</td>
<td>6.86</td>
<td>0.2311</td>
<td>13.5%</td>
<td>76</td>
<td>16%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 - 1 BC</td>
<td>1.85</td>
<td>0.8697</td>
<td>3.1%</td>
<td>134</td>
<td>29%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 - 99 AD</td>
<td>59.43</td>
<td>0.0000</td>
<td>23.7%</td>
<td>205</td>
<td>44%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 - 199 AD</td>
<td>62.68</td>
<td>0.0000</td>
<td>25.4%</td>
<td>189</td>
<td>41%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Site distribution and predictive value for the model based on environmental factors.
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4. Including Accessibility

Accessibility of the landscape is a variable that can be defined in a number of ways. For this study, we used the method developed by Verhagen (in press). For a number of sample points that are distributed systematically at a distance of 250 m in each study region, accumulative cost surfaces are calculated that give the cost distance to each sample point for each grid cell. The costs used are based on Tobler’s (1993) hiking equation, in which slope is determining the speed of movement by foot. We then used the accumulative cost surfaces to calculate least cost paths to the sample points, starting from 72 locations radially distributed on the edge of a circle with a 5000 m radius from the sample point. We then added the resulting least cost paths for each sample point to obtain a cumulative cost path, or path density grid, for the whole area. These cumulative cost paths represent the preferred movement axes in the landscape when moving over a distance of 5000 m, given the assumption of least effort (Fig. 5). However, alternative methods could be used as well, like the total path costs developed by Llobera (2000), or the potential path fields by Mlekuž (in prep.).

Due to the limitations of available computing power, the path density maps have not been calculated for the Argens-Maures region yet, and we can therefore only present the results for the Vaunage and Zuid-Limburg. The path density maps were classified into 5 discrete categories that are roughly equally distributed over both regions, and the context profiles of these categories were calculated within a radius of 250 m for each grid cell, in the same way as it was done for the environmental variables. The path density context profiles were then added as extra variables, and a new PCA and Maximum Likelihood Classification were performed on the extended set of variables. After inspection of the scree plot, the first 6 components of the PCA were retained, and the classification resulted in 5 classes.

Class 1: predominantly north-facing medium slopes, low solar radiation (west- and east-facing slopes represented as well).

Class 2: flat areas or gentle slopes, low to medium solar radiation.

Class 3: flat areas or gentle slopes, medium to high solar radiation.

Class 4: predominantly south-facing medium slopes, high solar radiation (west- and east-facing slopes represented as well).

Class 5: north-facing medium slopes, low to very low solar radiation.

The characteristics and geographical distribution of these classes are not very different from the original, environmentally based classification. The distinction between steep and medium slopes that is quite clear in the environmental classification however is less obvious in the new classification, and class 5 represents a specific category of cold, north- to northwest facing slopes. The differences in path density are not clearly reflected in the classes. This is probably due to the fact that the cumulative cost paths are relatively evenly spread over the study region. There are no distinct zones that are clearly avoided or preferred for movement. Despite the modest changes in class characteristics, a slight but significant improvement in predictive power can be observed for both regions.

\[ W = 6e^{3.5|s|+0.05}, \]
where

- \( W \) = walking speed in km/h;
- \( e \) = the base of natural logarithms;
- \( s \) = slope in m/m
(Table 2). How to interpret this slight increase in predictive power is for the moment still open to debate, especially since it is not reflected when we look at the relative gains per period, and we have not looked at the individual contribution of path density to site location preference.

5. Conclusions

The results presented are preliminary, and we still need to improve on it, by including the path densities for the Argens-Maures region, and by experimenting with other approaches to accessibility that may be less demanding in terms of computing resources. Since the modelling protocol is clearly defined, it is relatively easy to include and analyze new variables. The models provide information on the relevance of variables for site location choice, and allow us to make cross-regional and diachronic comparisons of settlement pattern development. The prediction of potential settlement locations is implied, but is not the main goal of the exercise.

We want to stress that in this modelling protocol, the choice of settlement location factors for the modelling is not governed by considerations of optimal model performance, such as would be the goal of standard statistical approaches like logistic regression; the ‘non-performance’ of a variable is an equally important result. Neither is this method based on an elaborate theoretical framework of Roman agricultural production, including all the possible factors that might have played a role in choosing a settlement location. Instead, we use the protocol to extract the main factors that influence settlement location over the longer term, and that have relevance for not just one study region, but for three regions in different geographical contexts. Evidently, there are limits to this approach: since the environmental side of the model is developed using elevation data, it will not work for areas that are completely flat. Similarly, certain social variables may not be relevant for other archaeological settings, or cannot even be modelled in all situations because of the limitations of the available archaeological data. For example, including the hierarchical status of settlements in the model implies that we can actually discern a hierarchy between settlements. Furthermore, the availability of good quality archaeological data sets is essential to this approach. In areas with little reliable archaeological data, a purely theory-driven approach will be more appropriate.
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