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Abstract—In the present paper a modal split problem is analysed by means of two competing  
statistical models, the traditional logit model and the new technique for information processing,  
via the feedforward neural network model. This study aims to explore the modal split between rail and  
road transport modes in Italy in relation to the introduction of a new technological innovation, the  
new High-Speed Train. The paper is sub-divided into two major parts. The first part offers some  
general considerations on the use of neural networks in the light of the increasing number of  
empirical applications in the specific area of transport economics. The second part describes the  
Italian case study by using the two above mentioned statistical models. The results highlights the  
fact that the two adopted models, although methodologically different, are both able to provide a  
reasonable spatial forecasting of the phenomenon studied. In particular, the neural network model  
turns out to have a slightly better performance, even though there are still critical problems  
inherent in its application. Copyright © 1996 Elsevier Science Ltd

1. INTRODUCTION

Competition effects between distinct transport modes are usually analysed by means of  
discrete choice models, e.g. a logit model. Their general purpose is to assess the choice  
behaviour based on a utility function related to each transport mode in relation to explanatory  
attributes (e.g. time, cost, distance) associated with that mode. Usually, such a model is calibrated on the basis of a data set which contains discrete real-world observations. Clearly, there are also alternative approaches, such as spatial interaction models and  
network models. In the present paper we use both logit models and neural network models to  
evaluate the impact of the High-Speed Train in Italy, with a specific focus on the  
competition between road and rail transport modes.

The theoretical foundation of the logit approach is based on the theory of utility  
maximization incorporating a random factor for the representation of stochastic choice or  
decision elements (see Ben Akiva and Lerman, 1985). The (feedforward) Neural Network  
(NN) approach is based on a more recent statistical model which does not presuppose the  
use of mathematical rules to explain the behaviour of the problem under consideration,  
and therefore, it may be able to better describe decision events suggested by learning  
theory. In other words, the modal choice decision process can be conceived of as a NN  
where the decision maker’s choice is a serial result of the network’s adaptation. Therefore,  
in this paper, the results obtained from the logit model are compared to the results of the  
feedforward NN model.

In Section 2, we concisely describe the functions of a NN (Section 2.1), the problem  
of the sample size and the proper approximation of NNs (Section 2.2), and finally also  
new advances and research directions in this framework (Section 2.3). In Section 3, the  
empirical problem related to modal split choice in Italy between road and rail are analysed  
by means of both the logit model and the NN model, and the results are compared. Finally, Section 4 contains some concluding remarks.
2. THE USE OF FEEDFORWARD NNs IN TRANSPORT APPLICATIONS: GENERAL OBSERVATIONS

In the past decade a great deal of attention has been paid in the scientific literature to NNs as alternative models of information processing. NNs have successfully been used in different branches of learning processes such as artificial intelligence, operational research, biology, psychology. Increasingly, geographers, regional scientists and transportation analysts have recognized the analytical potential of this new approach.

In this section the feasibility, i.e. the features and emerging problems in relation to applications of NNs in regional and transportation science, are analysed\(^1\). Rather than describing the theoretical aspects of NNs here\(^2\), we discuss the basic elements of NNs in order to offer further insights for future research, mainly in light of the advances in empirical applications.

In Section 2.1, the functions of NNs are investigated in order to examine the type of data which can be handled in an NN context. An important issue of NNs is related to the size of the data set. Since in the specific area of transport economics, it is rather difficult to use large data sets (for computational reasons), this dilemma of sample size has great relevance in this context. It is analysed in more detail in Section 2.2. Finally, Section 2.3 briefly describes new advances and research directions in this framework.

2.1. Functions of NNs

The term "neural networks" is rather general, as it may cover various typologies/models. However, a main distinction can be made between NNs with and without supervisor.

This difference is based on the underlying different training process; in fact, the supervised training implies the knowledge of input/output data in order to find, during the learning phase, the weights\(^3\) of the network which minimize the error function of the target outputs and the network outputs. Although different training algorithms\(^4\) exist, the most utilized one is the back-propagation algorithm. As far as the unsupervised training in NNs is concerned, these networks do not need the target outputs; they modify the weights by means of competitive learning algorithms, in response to the input data.

The aim of the present section is to investigate whether and how it is possible to use NNs in regional and transportation science. In particular, considerable attention is given to a feedforward\(^5\) NN with a supervised training algorithm, an approach which is widely adopted in NN applications (see, for a review of NNs in transportation science, Dougherty, 1995; Himanen et al., 1996; Reggiani et al., 1995). It is important to underline the general characteristics of NNs in order to better grasp their real potential, their context sensitivity and, finally, the type of data suitable for application. Three analytical purposes—corresponding to different features of feedforward NNs—are distinguished here (see also Fig. 1):

1. **Explanatory:** although several efforts have been made to interpret and open the black-box characterizing NN methodologies, so far insufficient success has been achieved. For example, socioeconomic or spatial behavioural explanations have thus far only been reflected in the value of the weights of the connections between the units.

---

\(^1\)An interesting analysis of the potential role of NNs in geographic information processing can be found in Fischer's work (Fischer, 1994). As far as the applications of NNs in transport economics and regional science are concerned, an overview is contained in Reggiani et al., 1995.

\(^2\)For a theoretical presentation on NNs, see, among others, Dougherty, 1995 and Reggiani and Tritapepe, 1996.

\(^3\)The weights are the values (adaptive coefficients) assigned to the links between the units of the network. The aim of the training phase is to find the values of the weights which will produce a reasonable output in response to input signals.

\(^4\)The aim of a training algorithm is to minimize the error function by adjusting the value of the weights.

\(^5\)The term *feedforward* refers to the transmission of the information only from the input units towards the output units.
2. **Exploratory:** NNs have at least two main features supporting exploratory data analysis:
   - NNs do not *a priori* require algorithms or rules’ development; this feature may be very useful in cases of a large quantity of data (e.g. in a GIS context; see Fischer, 1994) in which the knowledge of the exact statistical model for explaining the phenomenon examined is lacking.
   - NNs can learn and then forecast even on the basis of incomplete, noisy and fuzzy information. In this context, it should be noted that NNs are well suited for solving pattern recognition problems. NNs have been used in various areas for such a task, and in general rather good performances have been obtained. Also in transport systems several applications—with reference to traffic control/pattern recognition—can be found (see among the others Reggiani *et al.*, 1995; Ritchie and Cheu, 1993).

3. **Forecasting:** NNs can be useful as predictive models, mainly taking into account the two features previously described (under point (2)). In this context, one question arises concerning the use of micro-variables versus macro-variables. From a computational/modelling viewpoint, NNs are able to handle any kind of data. Usually, in the transportation field, most of the statistical models are theoretically based on micro-variables describing individual behaviour. However, the data are often aggregated under the assumption that classes of individuals behave in the same way. Therefore, the statistical models often reflect the limits associated with this assumption. NNs seem to be able to overcome this limit by capturing stochastic elements neglected in the previous assumption.

In Fig. 1 the main NN features, illustrated in the previous three points, are summarized.

It is certainly interesting to complement the previous considerations with empirical experiments. At present, only a few experiments have already been carried out (see e.g. Fischer and Gopal, 1994) and in these works some practical problems inherent in using NNs have been pointed out. Our experiments, which will be illustrated in Section 3, are a further contribution to this field by investigating the modal split in Italy between rail and road transport. This may offer useful information for a subsequent analysis of the competitive effects resulting from the introduction of the High Speed Train in Italy. In the next section, we consider the problem of the size of the data set.
2.2. Sample size and approximation of NNs

2.2.1. Introductory remarks. An important question in NN analysis concerns the sample size. Unfortunately, there is no simple or general answer to the question how large a data set should be in order to generate a good approximation. If we denote the size of the training-set by \( n \) and the number of the weights of the NN by \( s \), then "practical experience in econometrics suggests that it is probably safe to recommend taking \( n \) to be on the order of magnitude of \( s \times 100 \), but this is no more than an educated guess. Rules suggesting that \( s \times 10 \) may be adequate (see e.g. Baum and Haussler, 1989) are relevant to classification problems in which the relation between \( X \) and \( Y \) is non-probabilistic" (see White, 1992).

From an analytical point of view, it is only possible to find a precise answer by specifying the exact distribution of the weights \( \omega_n \) for a given \( n \), but this is an intractable problem. By using standard statistical tools, including the law of large numbers and the central limit theorem, it is possible to demonstrate that the probability law of \( \omega_n \) collapses to a particular well-defined set, becoming more and more concentrated around this set as \( n \) increases (property of "consistency") (see White, 1992). It is however, possible to obtain some limited information on the behaviour of \( \omega_n \) for fixed \( n \) by means of Monte Carlo experiments. An obvious limitation is then that the results pertain only to the environment in which the experiments are carried out.

It is also possible to assess an empirical distribution for \( \omega_n \) that does not depend on large \( n \) approximations nor on artificial data generating assumptions, by using a bootstrap technique (see Section 3.2). Some indicators useful for evaluating the performance of statistical models are now presented in Section 2.2.2, while the problem of the size of the data-set, pointing at the concept of variability of the results, are dealt with in Section 2.2.3.

2.2.2. Statistical indicators. The results of NN models have to be evaluated by statistical tools. The Mean Squared Error (MSE) is a very common indicator and can be represented as follows:

\[
MSE = \frac{1}{n} \sum_{n=1}^{N} (y_n - \hat{y}_n)^2
\]

(2.1)

where \( y_n \) denotes the expected values and \( \hat{y}_n \) denotes the values calculated from the model by using a data sample with \( N \) observations.

A useful indicator, often used in the literature on NNs (see e.g. Fischer and Gopal, 1994), is the Average Relative Variance (ARV(N)). It is defined as follows:

\[
ARV(N) = \frac{\sum_{n \in N} (y_n - \bar{y})^2}{\sum_{n \in N} (y_n - \bar{y})^2} \quad n = 1, ..., N
\]

(2.2)

where \( y_n \) denotes the expected value, \( \bar{y} \) denotes the value calculated from the model and \( \bar{y} \) is the average of the expected values belonging to the set of data \( N \). By assuming that all events are 'equiprobable', becomes:

\[
ARV(N) = \frac{1}{\sigma^2 M_N} \sum_{n \in N} (y_n - \bar{y}_n)^2
\]

(2.3)

or

\[
ARV(N) = \frac{MSE}{\sigma^2}
\]

(2.4)

In the expressions (2.3) and (2.4), \( M_N \) is the number of observations belonging to the set \( N \) (i.e. using NN one can fix an arbitrary value of \( N \) (epoch)) and \( \sigma^2 \) is the variance of the expected values of the entire data set (this is a proxy, since the variance of each epoch would have been considered).
In order to compare two methodologically different models, the use of the ARV indicator is mainly useful for two reasons (in relation to the non-linear regression nature of the NN experiments):

1. Relationship (2.3)/(2.4) ensures an independence—both quantitatively and qualitatively—of the error estimated from the selected samples;
2. such an indicator will approach zero, the more exact the estimate is.

However, it is necessary to specify properly, whether the performance measure is calculated by using absolute values of the predicted flows [as in the case of spatial interaction models (see Fischer and Gopal, 1994)] or probabilistic flows [as in the case of logit models (see Reggiani and Tritapepe, 1996)]. In fact, in the second case the value of the indicator is much higher than in the first case.

In the next section we further deal with the problem of the size of the data set in a more interpretative sense.

2.2.3. Impact of the data set on the performance of a feedforward NN. In this section the need for using a large data set in a feedforward NN environment is briefly discussed from a methodological viewpoint. Suppose that the aim is to compare two statistical models, e.g. the logit model and the NN model. In order to compare two predictive models, it is necessary to use a training-set for calibrating and a test-set for testing of the models. As far as the training-set is concerned, it is important to stress the relevance of the size $n$ (the number of observations of the set) and of the quality of the observations, since the performance of the two models depends on these two factors. In particular we investigate here why a small value of $n$ is problematic in using a feedforward NN.

The first consideration is that, in general, the variability of the results increases if the data-set is small; for example, these results can be evaluated by using the MSE indicator (defined in the previous section) calculated for the test-set. It has already been mentioned that it is not possible to find an analytical formulation for the distribution of the weights $w_{ni}$; however, it is possible to find an empirical distribution by using the bootstrap technique. Analogously, though it is not possible to find an analytical distribution of the results, it is however possible to use the bootstrap method in order to obtain the empirical distribution of the errors. Consequently, if we evaluate the empirical distribution of the error indicators (by means of the MSE indicator evaluated by using the test-set) for both the logit and the NN models, we can obtain the curves represented in Fig. 2, where, on the axes, the indicator (MSE) and the frequency of the error ($f$) are denoted.

It is clear that we cannot infer the mean (first moment) of the distributions without exactly calculating these distributions. On the contrary, we may expect a difference

![Fig. 2. An example of variability of the results.](image)

---

6The phase of "testing the models" means to evaluate the performances of the models under consideration by presenting to each model new observations (examples/patterns) for which the expected values are known. It is then possible to calculate an error indicator by comparing the predicted values and the expected values.

7The two data sets are the same for both models.

8The value of the mean depends on the performance of the two models.
between the variabilities of the two distributions. In principle, we could state that the difference of the variabilities is high, if the size $n$ of the training-set is small.

Before explaining in detail the reasons for such variability, it is important to stress its relevance. In Fig. 2 two different points on the NN curve, A and B, have to be emphasized; each point corresponds to the error (evaluated for the test-set) of an experiment carried out by randomly varying the observations as indicated in the bootstrap technique (see below). The figure shows that the errors can be very different (for example, A or B), while by using statistical models (e.g. the logit model) we usually find similar results (i.e. a small variability).

As illustrated in Fig. 3, it is possible to identify two different causes of variability:

1. variability because the limited data set is not a representative mapping of the real world;
2. variability resulting from the particular model adopted.

Regarding the first point, if the data set is large, it is evident that the variability is small and independent of the particular model. It should also be noted that the models present an intrinsic sensitivity to this variability since such a variability depends on the degrees of freedom of the model. For example, the logit model is less sensitive than the feedforward NN model to this kind of variability, due to the small number of parameters involved (i.e. weights).

Concerning point 2, it is noteworthy that error variability is inherent in particular models, such as NN models. In the feedforward NN model it mainly depends on two factors:

1. the parameters defining the NN;
2. the use of a Cross Validating Technique for solving the overfitting problem.
The first factor is related to the definition of the architecture of a feedforward NN; all parameters (e.g. the learning rate, the momentum factor, the epoch size, initial weight values) and the number of hidden units influence the variability of the results. The second factor concerns the overfitting problem. For an explanation of this characteristic problem in NN model estimation, see e.g. Reggiani and Tritapepe (1996). Two different techniques exist in order to overcome the overfitting problem: the pruning technique (based on eliminating the weights of the network whose values are close to zero; i.e. the weights which do not, or hardly, contribute to the transmission of information) and the cross validating technique. The latter method is often used, but it increases the variability of the results. This technique is based on subdividing the whole data set into three subsets: a training set for training the NN, a cross-validation set for determining the stopping point in order to avoid overfitting, and, finally, a test-set which is set apart and never used in the estimation stage (see Fischer and Gopal, 1994). By using the latter technique, the problem is that the results depend on changes in the choice of the three subsets; and such a variability increases if the data set is small.

In this section the general problem of the variability in results has been discussed in the light of applied NN analysis. In this respect, two main issues are important:

1. to know how large n should be in order to ensure 'good' predictions;
2. to know how large the variability of the results is.

From the considerations mentioned in Section 2.2, it seems that the bootstrap technique is the most suitable analysis for making proper statistical inferences. This technique has recently become more popular, since it requires modern high computer power to simplify the calculations of traditional statistical theory (see Efron and Tibshirani, 1993). “Bootstrapping involves resampling the data with replacement many, many times in order to generate an empirical estimate of the entire sampling distribution of a statistic” (see Mooney and Duval, 1993). The central idea of the bootstrap technique is that by resampling, with replacement of the data set, one may obtain many new data sets (resamples) and then therefore one may use the model at hand for each data set. In such a way, an empirical distribution of the results is available. As far as the NN analysis is concerned, one may refer here to the work by Weigend and LeBaron (1994) in which the authors use the bootstrap method for visualizing the distribution of the results of an NN by showing the variability due to the network parameters (case a) above and the variability due to the choice of the three subsets (case b) above. They show that the first variability (case a) is relatively small compared to the second variability (case b).

2.3. Software and new advances in NNs

It is virtually impossible to consider all the different NN models and their associated learning techniques in a few pages; consequently, in light of future research developments, we concentrate here only on hidden layer feedforward networks with a back-propagation learning algorithm\(^9\), since this is the most popular and utilized network in almost all applications. In Fig. 4 some promising new research lines for feedforward NNs are shown.

The first research direction concerns the investigation of new algorithms, different from the back-propagation algorithm, in order to make the learning phase faster. In this respect, the work of De Groot and Wurtz, 1994 should be noted, which deals with the algorithm: polytope, conjugate gradient, quasi-Newton and Levenberg–Marquardt. The reduction of time in the learning phase is a very important issue, since the choice of the parameters defining the architecture of the network leads to easier results. Furthermore, by using the new algorithms mentioned above, the number of parameters often decreases. At present however, no commercial or easily accessible software containing these new tools seems to exist.

\(^9\)This paradigm was invented from the PDP (Parallel Distributed Processing) Research Group at MIT (see Rumelhart et al., 1986a,b) and others (see Le Cun, 1986; Parker, 1985); for a historical view, see Anderson and Rosenfeld, 1990.
The second research direction concerns the investigation of techniques which are able to avoid the overfitting problem. Various software programmes adopting some of these techniques already exist; however, no software contains all these tools.

Finally, as far as the third research line is concerned, i.e. how to control the variability of the results in a feedforward NN, the bootstrap technique is a very useful method as mentioned already. This method requires a modern powerful computer; to our knowledge, nowadays no commercial software containing the bootstrap technique applied to NNs exists.

In the next section we evaluate the potential of NN tools vis-a-vis logit analysis by means of an empirical case study.

3. THE EMPIRICAL APPLICATION

The aim of the present section is to explore the modal split between rail and road transport modes in Italy in view of the future introduction of a specific new technological innovation in transport, notably the new High-Speed Train. For this purpose a modal split analysis has been carried out by means of two statistical models which are methodologically different (see Reggiani et al., 1995), viz. the logit model and the feedforward NN model. In our case, the modal split problem refers to the links between 67 Italian areas (corresponding to a subdivision of the whole territory into provinces or aggregations of provinces). In Fig. 5 a scheme of the modal split problem under consideration is shown, while the next sections will present the details of the empirical application.

\[ \text{In the year 1987 air transport was not so developed in Italy, then the related matrix contained several zero cells. Obviously it may be useful in the future to add the air dimension, given the fast growth of this alternative choice.} \]
3.1. The basic elements

3.1.1. The data. The data set contains the flows and the attributes related to each link between 67 Italian areas which correspond to the whole of Italy (except the Island of Sardinia). Most of the areas correspond to the provincial territory and some others are an aggregation of two or three provincial territories (see Figs 6 and 7).

The attributes considered are ‘distance’, ‘time’ and ‘cost’ between each link [i–j] with reference to each transport mode. In particular each observation of the data-set contains variables related to each link [i–j]. Concerning the flow-distribution, the related matrices refer to aggregated data (hence we cannot take into account specific classes of individuals, e.g. related to age, profession, etc.).

Since 67 areas have been considered, the data set should ideally contain 4489 observations according to the previous definitions of observations. However, the data set contains, finally, 1396 observations because of the following considerations (by analysing the data set):

1. the intra-area flows are zero;
2. the flow matrices are symmetric;
3. only the links where the flows and the attributes (of both road and train) are different from zero have been considered.

Before describing in detail the experiments and the related results (see Section 3.2), the statistical indicator utilized for evaluating the results are presented in the next section.

3.1.2. The performance measures. The modal split problem is analysed by means of two different statistical models. Therefore, in order to evaluate the performance of these two models, the statistical indicator ARV widely used in the NN literature as well as in classical models (see e.g. Fischer and Gopal, 1994; Reggiani and Tritapepe, 1996) has been utilized. The ARV indicator was already defined in Section 2.3.

In the present work all experiments are evaluated by using the absolute values of the predicted flows according to the following expression:

$$T_{ij}^{\text{train}} = p_{ij}^{\text{train}} * T_{ij}$$

where $T_{ij}$ is the total flow related to link (ij), $T_{ij}^{\text{train}}$ is the total train flow related to link (ij) and $p_{ij}^{\text{train}}$ is the probability of choosing the mode train with reference to link (ij). Furthermore, the performance power is evaluated by means of residual analysis (see Section 3.2.3).

---

1) The data-set has been kindly provided by the Italian State Railways (“Ferrovie dello Stato”) and it refers to Census data (1987).
2) Then, the estimated probability refers to the choice of all the travelers on a link.
3.2. The experiments

The experiments were carried out by using two statistical models: the logit model (see Section 3.2.1) and the neural net model (see Section 3.2.2). The whole data set contain 1396 observations (examples or patterns). The following considerations concern all experiments carried out:

1. The data set has been randomly subdivided into three sub-sets:
   (a) a training-set containing 698 observations, i.e. 50% of the data set;
   (b) a cross-validation set containing 349 observations, i.e. 25% of the data set;
   (c) a test-set containing 349 observations, i.e. 25% of the data set.
2. The training for the neural net model (and the calibration for the logit model) was carried out by using the same training-set.

3. The comparison of the two models (and therefore the performance measure) was evaluated by using the same test-set.

4. The variables $V_j (j = 1, \ldots, 9)$ were transformed (in values between [0-1]) by means of the following functions:

$$V'_j = \exp(-0.005 \times V_j)$$  \hspace{1cm} (3.2)

$$V''_j = \exp(-0.0002 \times V_j)$$  \hspace{1cm} (3.3)

In particular, eqn (3.2) (identified by the index $j$) was adopted for transforming the values of the attributes, and eqn (3.3) (identified by the index $j$) for transforming the flow values. The variables are defined as follows:

(a) $TD_{ij}$: transformed train distance (according to eqn (3.2)) for link (ij);

(b) $TC_{ij}$: transformed train cost (according to eqn (3.2)) for link (ij);

(c) $TT_{ij}$: transformed train time (according to eqn (3.2)) for link (ij);

(d) $RD_{ij}$: transformed road distance (according to eqn (3.2)) for link (ij);
3.2.1. The logit approach. The logit model is well known in the transport economics literature (see e.g. Ben Akiva and Lerman, 1985) and widely used in modal split analysis. It estimates the probability of choosing a transport mode by maximizing a utility function related to each mode. The general form is:

$$p_{ij} = \frac{e^{u_j}}{\sum_{i=1}^{n} e^{u_i}} \quad i, j = 1, ..., n \quad (3.4)$$

where \( p_{ij} \) is the probability of choosing mode \( j \), \( n \) is the number of possible choices and \( u_j \) is the utility function related to mode \( j \), which is usually assumed linear in the attributes \( x_k \), by means of the parameters \( \beta_k \), as follows:

$$u_j = \sum_{k=1}^{K} \beta_k x_k + \delta_j \quad k = 1, ..., K \quad (3.5)$$

where \( \delta_j \) is the random component. In this application we assume \( j = 1, 2 \) (\( n = 2 \)), i.e. only two choices are possible: road or train. The related attributes \( x_k \) are six in number (\( k = 1, \cdot \cdot \cdot , 6 \)); more precisely, they are the following:

\[ TD^f_{ij}, TC^f_{ij}, RC^f_{ij}, RD^f_{ij}, RT^f_{ij} \]

which have already been previously defined.

The estimation of eqn (3.4) and eqn (3.5) on the area under investigation was carried out here by means of the procedure Bologt in the STATA software.

3.2.2. The feedforward neural net model. Following the majority of applications on NNs, in this study a two-layer feedforward, totally connected (connection between consecutive layers) NN is used in order to analyse the modal split problem. The methodological structure of the main phases related to the application of a feedforward NN is described in Reggiani and Trifante (1996). Concisely, it consists of three stages: (a) definition of network architecture; (b) learning phase; (c) forecasting phase. First, it is then necessary to define the right architecture of the network, i.e. the number of units on the levels. Usually, the input and output units depend on the number of input and output variables which define the problem. In our application, aiming to compare the neural net approach with the logit model, one possible NN architecture contains six input units which correspond to the attributes of the logit model (previously described) and one output unit corresponding to the probability of choosing one mode\(^1^4\) (e.g. the train mode; see the case NA in Fig. 8).

However, due to the versatility of NNs, it is possible to identify further architectures (in order to solve the same problem) by investigating the related performances:

Case NB: this architecture consists of seven input units which correspond to the six attributes and to the total flow related to link \((i, j)\), with one output unit which corresponds to the total flow on the train mode.

\(^{13}\)Such a procedure allows the calculation of logit estimates respecting aggregate data, adopting a maximum likelihood technique and applying the Newton–Raphson algorithm as the convergence procedure.

\(^{14}\)The probability of the other mode is complementary.
Case NC: this last architecture is formed by six input units which correspond to the 6 attributes, and two output units which show both the total flow and the flow on the train mode related to link (i,j).

The performance measure of each case is discussed in the next section.

Concerning the number of hidden units, they were empirically defined by taking into account the number of observations in the data set as well as by carrying out a large number of experiments. In regard to the parameters defining the neural architecture, they were set out after several empirical experiments. Finally, the parameters of the NNs result as follows:

- number of hidden units: 3
- learning rate $\alpha = 0.5$
• momentum factor $\lambda = 0.2$
• epoch size: 1
• initial weight values: randomly between $[-0.1; +0.1]$

By using a feedforward NN it is necessary to cope with the overfitting problem. Consequently, in all three cases NA, NB and NC, the cross-validating technique (by using the cross-validation subset; see Section 2.2) has been used in order to avoid such a problem (for details on the overfitting problem and the cross-validating technique, see e.g. Fischer and Gopal, 1994; Reggiani and Trappepe, 1995).

3.2.3. The results. In this section the results related to the above experiments are shown. In general, by using a statistical model for forecasting, the first step is to evaluate the predictive quality of the model, i.e. to determine how well the model learned to approximate the unknown input-output function for arbitrary values of input values. Since the final aim of our work is to evaluate the impact of the High-Speed Train in Italy, the logit model and the neural net model have to be calibrated (trained) in order to forecast next the new probabilities of using the transport modes, on the basis of new transport scenarios. The present section analyses this first research stage, i.e. the spatial forecasting of the two models adopted. The comparison of predictive quality is based on the performance measure, by using the test-set which had been set apart and never used for the calibration (learning) phase, as mentioned above.

The prediction performance is evaluated by means of the statistical indicator ARV (defined in Section 2.3) as follows (see Table 1).

Three considerations emerge from the results shown in Table 1:

1. The performance of the NN model in case NA is slightly better than the performance of the logit model.
2. Case NA corresponds to the best neural architecture. In this case the input and the output variables are the same as in the logit model.
3. The error in case NC is much higher. This result is rather intuitive, since in this case the NN forecasts not only the train flow but also the total flow departing from each origin.

An interesting representation can now be given, illustrating the errors of the whole test-set by means of residual analysis. In particular, Fig. 9 shows the following two results concerning the probability related to the train mode for both the feedforward neural net model (case NA) and the logit model ($n$ is the number of observations of the test-set and $P_n^{\text{obs}}$ denotes the real rail mode probability):

1. absolute residuals $(P_n^{\text{obs}} - P_n^{\text{neur}})$ and $(P_n^{\text{obs}} - P_n^{\text{logi}})$;
2. relative residuals $(P_n^{\text{obs}} - P_n^{\text{neur}}) / P_n^{\text{obs}}$ and $(P_n^{\text{obs}} - P_n^{\text{logi}}) / P_n^{\text{obs}}$.

The residuals are ordered in the graphs according to the size of the $P_n^{\text{obs}}$ rail mode probability.

By observing the graphs (a1) and (a2) in Fig. 9, it should be noted that in the predictions of the NNs more oscillations exist and that the difference in the performance of the models corresponds mainly to the observations whose $P_n^{\text{obs}}$ (real rail mode probability) has medium values (around the value of 0.5).

Finally, by observing the graphs (b1) and (b2) in Fig. 9, significant differences between the models do not appear. In both models relative residuals have absolute high values corresponding to the small values of probabilities of choosing rail (because of the definition of the relative residuals).

<table>
<thead>
<tr>
<th>$ARV_{\text{NN}} (N4)$</th>
<th>0.095</th>
<th>$ARV_{\text{logi}}$</th>
<th>0.1029</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ARV_{\text{NN}} (NB)$</td>
<td>0.1341</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ARV_{\text{NN}} (NC)$</td>
<td>0.7109</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4. CONCLUSIONS

In this paper, the logit model and the feedforward NN model have been compared by analysing a modal split problem. Due to versatility of NNs three different neural architectures have been considered. However, in only one case (case NA) the NN performs better than the logit model and, further, also in this case, the difference between the values of the statistical indicators is small. By comparing such a difference, it is necessary to conclude that both models provide a very good performance, probably because of the structure of the data set.

We may thus conclude that NN may play an important role in transportation analysis (as has been illustrated in Section 2); however, at this time, such a new technology has some apparent problems. Using a feedforward NN, at least three problems exist:

1. the choice of all parameters defining the neural architecture; consequently, this leads to a "time-consuming problem" and to a "variability of the results problem" (see Section 2.2.2).

2. the necessity of a procedure to take into account the "overfitting problem". In particular, by using the cross-validating technique it is not exactly clear when to stop the learning procedure, so that, by choosing the subsets, the "variability of the results problem" returns (see Section 2.2.2).

3. NNs are not able to provide an economic significance of the problem under investigation.

The first two points pinpoint the "variability of the results problem"; therefore we propose to use a technique like the bootstrap method in order to visualize a distribution
of the results. Because of these reasons, it seems that the NN model should be used with caution and only in cases where the performance is much better than the traditional discrete choice model. Concerning point 3, it should be noted that some research has been already carried out in this context, precisely in macroeconomics (see e.g. Sargent, 1993) and in chaos theory (see e.g. Freeman, 1994). Concerning the logit model, our experiments reconfirm its validity and usefulness in the area of transport economics.
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