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ABSTRACT
Gold standard mappings created by experts are at the core of alignment evaluation. At the same time, the process of manual evaluation is rarely discussed. While the practice of having multiple raters evaluate results is accepted, their level of agreement is often not measured. In this paper we describe three experiments in manual evaluation and study the way different raters evaluate mappings. We used alignments generated using different techniques and between vocabularies of different type. In each experiment, five raters evaluated alignments and talked through their decisions using the think aloud method. In all three experiments we found that inter-rater agreement was low and analyzed our data to find the reasons for it. Our analysis shows which variables can be controlled to affect the level of agreement including the mapping relations, the evaluation guidelines and the background of the raters. On the other hand, differences in the perception of raters, and the complexity of the relations between often ill-defined natural language concepts remain inherent sources of disagreement. Our results indicate that the manual evaluation of ontology alignments is by no means an easy task and that the ontology alignment community should be careful in the construction and use of reference alignments.

Categories and Subject Descriptors: I.2.4 [Artificial Intelligence]: Knowledge Representation Formalisms and Methods [semantic networks]
General Terms: Experimentation
Keywords: empirical study, inter-rater agreement, manual evaluation, vocabulary alignment

1. INTRODUCTION
In this paper we study the quality of manual evaluation of ontology alignments. Manual evaluation is a fundamental method for establishing quality in ontology and vocabulary alignment and many other fields such as information retrieval and linguistic research. In vocabulary matching, evaluators rate the quality of mappings by assigning them into categories, thus creating a gold standard, also called a reference alignment that is used to measure the quality of mapping algorithms. An established method of validating the gold standard is to have multiple raters evaluate the same set of mappings into categories. Agreement between raters is then measured by correcting for chance agreement using measures such as Cohen’s kappa [6]. Given a high enough inter-rater agreement measure the results of the manual evaluation can be used as a gold standard. However, what the threshold of agreement should be is not clear cut and also depends on the research field in question [12, 4, 2].

While evaluation by multiple raters is a preferred validation method, it is not always documented in practice. The focus of evaluation reports frequently lies on the performance of evaluated tools. In cases where inter-rater agreement measures have been used in the manual evaluation, the reported levels of agreement diverge greatly. For example, in the Very Large Cross-Vocabulary track of the Ontology Alignment Evaluation Initiative (OAEI) organizers reported perfect agreement between raters [8]. Halpin et al. [9] however reported very poor agreement levels in their experiments evaluating owl:sameAs mappings sampled from Linked Data. In our previous work [15], and [16] we also measured interrater agreement and found only moderate levels of agreement between raters which we found unexpectedly low. As manual evaluation is such an integral part of the evaluation process we have asked ourselves why raters find it so difficult to agree on relationships between concepts. In this paper we will focus on the following research questions:

1. What is the level of agreement between raters when evaluating alignments?

2. If agreement is low, what are the reasons behind it?

To this end we performed three evaluation experiments on mappings between two sets of vocabularies and analyzed the results quantitatively as well as qualitatively. Because our experiments were explorative in nature, we only evaluated small sets of mappings and focused on qualitative analysis in particular. As part of our experimental setup we created specific guidelines detailing evaluation categories and provided examples and further explanations to raters. We performed a qualitative analysis by using established measures such as Cohen’s kappa and Krippendorff’s alpha and analyzed data from “think aloud” sessions during the experiments.

2. RELATED WORK
There are relatively few research papers on vocabulary alignment that detail an evaluation by multiple raters and include inter-rater agreement measures such as Cohen’s kappa [6]. Given a high enough inter-rater agreement measure the results of the manual evaluation can be used as a gold standard. However, what the threshold of agreement should be is not clear cut and also depends on the research field in question [12, 4, 2].

While evaluation by multiple raters is a preferred validation method, it is not always documented in practice. The focus of evaluation reports frequently lies on the performance of evaluated tools. In cases where inter-rater agreement measures have been used in the manual evaluation, the reported levels of agreement diverge greatly. For example, in the Very Large Cross-Vocabulary track of the Ontology Alignment Evaluation Initiative (OAEI) organizers reported perfect agreement between raters [8]. Halpin et al. [9] however reported very poor agreement levels in their experiments evaluating owl:sameAs mappings sampled from Linked Data. In our previous work [15], and [16] we also measured interrater agreement and found only moderate levels of agreement between raters which we found unexpectedly low. As manual evaluation is such an integral part of the evaluation process we have asked ourselves why raters find it so difficult to agree on relationships between concepts. In this paper we will focus on the following research questions:

1. What is the level of agreement between raters when evaluating alignments?

2. If agreement is low, what are the reasons behind it?

To this end we performed three evaluation experiments on mappings between two sets of vocabularies and analyzed the results quantitatively as well as qualitatively. Because our experiments were explorative in nature, we only evaluated small sets of mappings and focused on qualitative analysis in particular. As part of our experimental setup we created specific guidelines detailing evaluation categories and provided examples and further explanations to raters. We performed a qualitative analysis by using established measures such as Cohen’s kappa and Krippendorff’s alpha and analyzed data from “think aloud” sessions during the experiments.

2. RELATED WORK
There are relatively few research papers on vocabulary alignment that detail an evaluation by multiple raters and include inter-rater
agreement measurements. In previous papers [15, 16] we described case studies of alignments between various vocabularies, including WordNet, and manually evaluated resulting mappings. In both case studies we validated our evaluation by asking three raters to evaluate samples of the alignments. We used an evaluation tool to display mapped concepts along with their immediate hierarchies, scope-notes and labels, and had raters select a SKOS matching relation [13] to categorize the mapping. To support raters in this task we provided a set of guidelines which included a short description of each matching relation based on the W3C recommendation and examples of mappings. We measured Cohen’s kappa and found moderate agreement (0.56) between raters in our first report[15], and just slight agreement (0.36) in [16]. As our goal in both case studies was to assess precision with regards to equivalence, we reduced the number of categories into equivalent or not equivalent. With just two categories the inter-rater agreement rose to substantial agreement (0.70 and 0.67). From these values we concluded that the evaluation task is difficult even for humans, and further study revealed that raters’ understanding of SKOS matching relations varied from person to person. We also found that the lexical richness of vocabularies like WordNet may contribute to the difficulty level of the evaluation task, as closely related senses are separated into different concepts. However, a clearer delineation between mapping relations would likely raise agreement.

Halpin et al. [9] also reported low levels of agreement in their paper. They analyzed the use of owl:sameAs mappings in Linked Data and defined a similarity ontology to differentiate between various degrees of similarity. In their evaluation experiment they defined 5 levels of similarity relations between entities and used them to evaluate mappings. The agreement level between raters was very low with kappa at 0.16 and the authors attributed this to different styles of judgments. After a recombination of the rating categories into three the agreement increased to 0.32, which is still lower than what we experienced. They found that raters had the most difficulty in defining whether two entities were the same, and that background knowledge has an impact on decisions. They concluded that this inability to rate entities as the same stemmed from not knowing how the entities would be used. In the mapping categorization instruction Halpin et al. used variations on the same type of entity to illustrate each mapping category (descriptions of performances of Bohemian Rhapsody by Queen or some other band). In richly varied data such as Linked Data mapping categories need to be defined in more general terms with examples varying in domain and type. Raters then have less need to interpret examples themselves.

While guidelines with clearer descriptions of categories could improve inter-rater agreement, it is clear from these reports that the task of manual evaluation is difficult. Manual evaluation of mappings is a type of categorization task. Studies in cognitive science in general [11] and linguistic categorization in particular[14] have shown that humans do not categorize according to classic Aristotelian view where each category is clearly defined and mutually exclusive. Instead, Lakoff argues in his book [11] that prototypicality theory is at the core of cognitive categorization whereby some members of a category are more central (prototypical) than others. For example, chair is a more prototypical member of the category furniture than a side-table. Categories thus form a graded cloud with fuzzy boundaries where member concepts do not necessarily share common properties. They are defined by culture and experience and therefore vary from person to person. This fuzzy nature of categories provides an insight into why categorization tasks can be difficult.

3. EXPERIMENTAL SETUP, TOOLS AND METHODS

3.1 Experimental Setup

Our first experiment, AATWordNet was a replication of our mapping evaluation described in Tordai et al. [16]. As in our earlier evaluation the inter-rater agreement was low, one of our objectives for this experiment was to increase agreement by improving the description of matching categories. As summarized in Table 3.1, in this experiment we asked 5 raters to evaluate a sample of 74 lexical mappings between the Getty’s Art and Architecture Thesaurus (AAT)\(^3\) and Princeton WordNet version 2.0. The lexical mapping was based on string matching between preferred and/or alternative labels of concepts.

In the second experiment, GTInstance, we aimed to rule out lexical mappings to WordNet as the cause of low inter-rater agreement due to WordNet’s ambiguous word senses. We chose a different set of mappings created by a different matching technique for our second experiment. Raters had to evaluate 70 mappings, which were created using instance-based matching between the Dutch Royal Library’s Gemeenschappelijke Trefwoordenthesaurus (GTT) and Brinkman Thesaurus, two subject heading thesauri. Instance based matching is based on instances, in this case books commonly annotated by concepts from both vocabularies.

In our last experiment, GTTextual, we wanted to study lexical mappings between less ambiguous vocabularies than WordNet, and determine whether evaluation is easier when the two vocabularies are from the same domain. In this experiment we had 5 raters evaluate 75 lexical mappings between GTT and Brinkman.

In each experiment we provided raters with written guidelines on how to categorize mappings which included descriptions of the mapping categories and example mappings. We asked raters to evaluate mappings using our evaluation tool into 7 different categories. Additionally, we asked raters to “think aloud” by explaining their choice of categories and their application of the guidelines, which we transcribed. We then calculated the inter-rater agreement measurements for 7 categories and for 2 categories by aggregating the original categories. We then performed detailed analysis of the evaluations and of the raters’ comments.

We describe the matching categories, guidelines and vocabularies in more detail in the next section.

<table>
<thead>
<tr>
<th>Table 1: Overview of the three evaluation experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>AATWordNet</td>
</tr>
<tr>
<td>GTInstance</td>
</tr>
<tr>
<td>GTTextual</td>
</tr>
</tbody>
</table>

3.2 Tools and Methods

3.2.1 SKOS relations and guidelines

We used the SKOS mapping properties to categorize the type of alignments. The exactMatch and closeMatch properties make

\(^3\)http://www.getty.edu/research/conducting_research/vocabularies/aat/
statements about the degree of equality between two concepts. Hierarchical relations are expressed using broadMatch and narrowMatch, and relatedMatch expresses an associative relation between mapped concepts. In addition to these relations, we also defined a property to indicate that there is no relation between the mapped concepts: unrelated. We also give raters the option to choose “not sure” when they are unable to choose between the relations above.

As remarked earlier, we found in previous experiments [15, 16] that raters diverged greatly in the way they selected mapping properties. We attributed this divergence to an unclear differentiation between mapping relations. For example, we found in earlier experiments that raters varied greatly in their application of relatedMatch. One rater would find any relationship acceptable as related, while the other had a stricter definition. For this reason we wrote guidelines on the use of each mapping property for these experiments. Our rationale was to differentiate between each property as much as possible by describing them both in general terms, and by giving specific examples. For example, here is an excerpt from the guidelines on relatedMatch:

“Related: The two concepts have an associative relationship and are of two different (ontological) types. For example: a material and an object made from that material, such as milk and cheese, and an activity and object involved in the activity, such as the game volley ball and a volley ball. Generic examples of such relationships are: process and agent, action and property (e.g.: environmental cleanup and pollution), action and product (e.g.: weaving and cloth), cause and effect, object and origin, material and object, and object and practitioner.”

We also defined the difference between exactMatch and closeMatch, and instructed raters to use closeMatch when the two concepts share the same label, but their parent concepts are different, as the vocabularies have different organizational schemes. An example of a closeMatch is blowgun where in one vocabulary it is a conduit and in the other it is a weapon. The two vocabularies present blowgun in different views: a structural view versus a functional view. The full guidelines can be found online.

In typical alignment evaluation settings researchers are interested in equality relations between concepts. In such cases the evaluation categories are equivalent and non-equivalent. Although we did not perform separate experiments with these categories we reduce the number of categories into two by summing up ratings of exactMatch and closeMatch into the equivalent category and the remainder into the non-equivalent category.

### 3.2.2 Vocabularies and mappings

In our AATWordNet experiment we use a sample of mappings between AAT and WordNet. We generated the mappings[16] using string matching on preferred and alternative labels. AAT is an NISO standard compliant vocabulary [1] that we converted to SKOS, where each concept has preferred and alternative labels and is often accompanied by scope notes. WordNet contains synonymous labels grouped into synsets with no distinction between preferred and alternative labels. The meaning of each synset is clarified by glosses containing example sentences or definitions. Because in WordNet multiple synsets may share the same label, many of the lexical mappings between AAT and WordNet are ambiguous.

For our GTTinstance and GTTlexical experiments we used samples of mappings between the GTT and Brinkman thesaurus. Both thesauri are subject-heading vocabularies used to annotate the Dutch Royal Library’s book collection and both include not only general descriptors but also geographic terms. Thus, the two vocabularies have the same purpose, although they differ in size and granularity: GTT is five times larger than Brinkman. Brinkman contains 13,025 concepts while GTT contains 65,297 concepts. The mappings we used in the second experiment were created as part of the STITCH project using an instance-based matching technique described by Isaac et al. [10]. The sample of mappings we evaluated has no linguistic similarity, as all concepts with matching labels had been filtered out. For the third experiment we generated mappings between the thesauri through lexical comparison of concept labels.

### 3.2.3 Interrater Agreement Measures

The simplest method for measuring agreement between raters is the percentage of agreement: observed agreement. Unfortunately it is difficult to interpret and compare across multiple experiments [4, 2], because it does not take into account agreement that occurs by chance. A number of measures exist that do correct for chance agreement. Cohen’s kappa is used to measure agreement between two raters on nominal data. Fleiss’ kappa is a generalization of Scott’s pi and measures agreement between multiple raters on large sample sizes. Krippendorff’s alpha, a more versatile measure, can be used with nominal, ordinal and interval type categories and even with missing data (for example when raters select “not sure”). Weighted Cohen’s kappa allows us to count disagreements differently by using a weight matrix. The latter can be used, for instance, to count disagreement between exactMatch and unrelated heavier than a disagreement between exactMatch and closeMatch. All agreement measures use the observed agreement (or disagreement in the case of Krippendorff’s alpha), that is the number of times raters agree, and an estimate of what the agreement would be if raters had assigned categories randomly.

These measures have two known problems: prevalence bias and annotator bias. Prevalence bias occurs when data falls into mostly one category: even if observed agreement between raters is high, the agreement measure may turn out low. In order to have a high measure the raters must agree on rare categories. Annotator bias occurs when the distribution of disagreement is highly skewed, leading to lower measures than when disagreements are more uniformly distributed.

While these measures are widely used, their interpretation is not clear cut. Landis and Koch [12] suggest the set of intervals displayed in Figure 1 based on their personal opinion. In linguistic research kappa values higher than 0.8 are considered acceptable [2]. The nature of the categorization task and the degree to which the matching categories can be defined operationally are factors in determining the minimum level of agreement for the results to be conclusive.

![Figure 1: Interpretation of kappa values according to Landis and Koch. The scale is from -1 to 1](http://www.cs.vu.nl/~atordai/Guidelines.pdf)

### 3.2.4 Evaluation Tool

We used an evaluation tool shown in Figure 2 to support raters in their judgment. Its user interface presents mappings with context information, such as the concept hierarchy, labels and scope notes. Raters can select mapping relations between concepts. The result-

---

ing choices are stored in RDF using the OAEI alignment format [7] along with provenance information. This tool is a newer version of the one we used in Tordai et al. [15]. It is open source and available for download\(^5\).

4. EXPERIMENTAL RESULTS

4.1 Quantitative Results

Table 2: Inter-rater agreement table for 7 mapping categories and for 2 categories. Measures include observed agreement between raters, the average of Cohen’s kappa measured between each pair of raters, Fleiss’ kappa over all raters and Krippendorff’s alpha over all raters

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Observed agreement</th>
<th>Avg. Cohen’s ( \kappa )</th>
<th>Fleiss’ ( \kappa )</th>
<th>Krippendorff’s ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 categories</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AATWordNet</td>
<td>0.69</td>
<td>0.564</td>
<td>0.565</td>
<td>0.575</td>
</tr>
<tr>
<td>GTTInstance</td>
<td>0.72</td>
<td>0.606</td>
<td>0.604</td>
<td>0.617</td>
</tr>
<tr>
<td>GTTlexical</td>
<td>0.85</td>
<td>0.473</td>
<td>0.475</td>
<td>0.475</td>
</tr>
<tr>
<td>2 categories</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AATWordNet</td>
<td>0.84</td>
<td>0.666</td>
<td>0.669</td>
<td>0.679</td>
</tr>
<tr>
<td>GTTInstance</td>
<td>0.94</td>
<td>0.706</td>
<td>0.698</td>
<td>0.699</td>
</tr>
<tr>
<td>GTTlexical</td>
<td>0.95</td>
<td>0.514</td>
<td>0.538</td>
<td>0.538</td>
</tr>
</tbody>
</table>

The inter-rater agreement measures for our three experiments are displayed in Table 2. The AATWordNet experiment is a replication of the experiment described in [16] where we measured Cohen’s kappa between pairs of raters and reported average measures of 0.36 for 7 categories and 0.67 for 2 categories with three raters. In the AATWordNet experiment we have an average Cohen’s kappa of 0.564 for 7 categories which is a considerable increase over 0.36. We attribute this increase to a better description of the mapping categories in the guidelines, as we used the same evaluation tool and had five raters instead of three. There was however no improvement in the average Cohen’s kappa for 2 categories, which suggests that while the guidelines were improved in the separate description of mapping categories, they did not help raters in making a distinction between equality and inequality more than in the previous evaluation.

Overall, we found higher agreement measures for 2 categories than for 7 categories which suggests that it is easier for raters to reach agreement over fewer categories.

The inter-rater agreement measures for our three experiments are displayed in Table 2. The AATWordNet experiment is a replication of the experiment described in [16] where we measured Cohen’s kappa between pairs of raters and reported average measures of 0.36 for 7 categories and 0.67 for 2 categories with three raters. In the AATWordNet experiment we have an average Cohen’s kappa of 0.564 for 7 categories which is a considerable increase over 0.36. We attribute this increase to a better description of the mapping categories in the guidelines, as we used the same evaluation tool and had five raters instead of three. There was however no improvement in the average Cohen’s kappa for 2 categories, which suggests that while the guidelines were improved in the separate description of mapping categories, they did not help raters in making a distinction between equality and inequality more than in the previous evaluation.

Overall, we found higher agreement measures for 2 categories than for 7 categories which suggests that it is easier for raters to reach agreement over fewer categories.

Table 3: Distribution of SKOS matching relations used by raters in percentages. The ratings in each category are summed over all 5 raters

<table>
<thead>
<tr>
<th>Experiment</th>
<th>exact</th>
<th>close</th>
<th>broad</th>
<th>narrow</th>
<th>related</th>
<th>unrelated</th>
<th>not sure</th>
</tr>
</thead>
<tbody>
<tr>
<td>AATWordNet</td>
<td>31.9</td>
<td>6.5</td>
<td>4.1</td>
<td>5.4</td>
<td>10.8</td>
<td>40.8</td>
<td>0.5</td>
</tr>
<tr>
<td>GTTInstance</td>
<td>5.7</td>
<td>3.7</td>
<td>7.7</td>
<td>4.6</td>
<td>39.1</td>
<td>38.3</td>
<td>0.8</td>
</tr>
<tr>
<td>GTTlexical</td>
<td>85.0</td>
<td>9.1</td>
<td>1.0</td>
<td>1.8</td>
<td>1.0</td>
<td>2.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

We measured Cohen’s kappa for each pair of raters. Table 4 shows the values for the GTTInstance experiment with the highest value between Rater 4 and Rater 5 (0.783) and the lowest between Rater 3 and Rater 4 (0.483). The large difference is due to Rater 3’s tendency to select related match for mappings that Rater 4 and 5 considered to be unrelated. We found a similarly high variation in the Cohen’s kappa in AATWordNet and GTTlexical experiments which leads us to conclude that two raters are not enough to provide a consistent evaluation result.

Table 3 shows that in each experiment raters selected categories in very different distributions. In the GTTInstance experiment raters rarely selected the exact or close match categories. This was caused by the mapped concepts having no labels in common, as such mappings had been filtered out, therefore equivalent mappings were rare.

Table 5: The matrix of relations is the sum of the coincidence matrices from each experiment. The matrix shows the number of pairs of rating used by two raters for the same mapping. We consider it worse when raters mark opposing categories such as “exact” and “unrelated” than the categories “exact” and “close”. The numbers are percentages of the total amount of observations in the three experiments (4420) and the numbers in bold represent agreements

<table>
<thead>
<tr>
<th>Category</th>
<th>exact</th>
<th>close</th>
<th>broad</th>
<th>narrow</th>
<th>related</th>
<th>unrelated</th>
<th>not sure</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact</td>
<td>37.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>close</td>
<td>4.88</td>
<td>2.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>broad</td>
<td>0.59</td>
<td>0.86</td>
<td>2.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>narrow</td>
<td>1.72</td>
<td>1.17</td>
<td>0.04</td>
<td>1.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>related</td>
<td>1.34</td>
<td>1.36</td>
<td>0.86</td>
<td>0.08</td>
<td>11.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>unrelated</td>
<td>0.63</td>
<td>0.72</td>
<td>1.49</td>
<td>0.81</td>
<td>5.84</td>
<td>21.82</td>
<td></td>
</tr>
<tr>
<td>not sure</td>
<td>0.13</td>
<td>0.04</td>
<td>0.04</td>
<td>0.09</td>
<td>0.32</td>
<td>0.27</td>
<td>0</td>
</tr>
</tbody>
</table>

We examined the judgment of raters focusing on disagreements. The interrater-agreement measures when used on nominal data as-
Figure 2: A partial screenshot of the tool evaluation used by raters. The screenshot shows a mapping between the concept restorers from AAT and preserver from WordNet. The labels and scope-notes are found in the upper boxes. This mapping caused high disagreement between raters.

Table 6: Partial list of disagreements in mapping categories ordered by total number of occurrences in the three experiments. The total number of disagreements is 1068 and the number in parentheses is the percentage of total disagreements.

<table>
<thead>
<tr>
<th>Categories disagreed upon</th>
<th>Occurrences (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. related-unrelated</td>
<td>258 (24.39)</td>
</tr>
<tr>
<td>2. exact-close</td>
<td>192 (20.42)</td>
</tr>
<tr>
<td>3. exact-narrow</td>
<td>76 (7.18)</td>
</tr>
<tr>
<td>4. exact-related</td>
<td>68 (6.43)</td>
</tr>
<tr>
<td>5. broad-unrelated</td>
<td>66 (6.24)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10. close-unrelated</td>
<td>32 (3.02)</td>
</tr>
<tr>
<td>12. exact-unrelated</td>
<td>28 (2.65)</td>
</tr>
<tr>
<td>18. broad-narrow</td>
<td>2 (0.19)</td>
</tr>
</tbody>
</table>

4.2 Qualitative Results

We analyzed the use of SKOS matching relations by raters along with the reasons raters gave for their choices transcribed in the “think-aloud” sessions.

We found that overall raters selected different types of relations for lexical mappings than for non-lexical mappings. In the AAT-WordNet experiment mapped concepts share at least one label. Table 3 shows that most of the mappings were rated as either exact match or unrelated while the hierarchical relations (broader and narrower) were least frequently used. When mapped concepts are not equivalent they are either polysemes or homonyms. Homonyms have labels with the same spelling but the concepts unrelated (eg: bends; the act of bending and the decompression sickness). Polymes are terms with different but related meanings, such as milk, being the product and the act of milking. In our experiments raters found polymes difficult to rate because the boundary between relatedness and unrelatedness is not clear. In particular in WordNet, concepts are specifically divided into word senses thus distinguishing between various polysemic and homonymic forms. As a result, when raters evaluate mappings to WordNet they are confronted with multiple related and unrelated word senses. In our AAT-WordNet experiment raters found the concept flow from AAT, one of the most difficult to evaluate because it was mapped to 14 word senses in WordNet. This problem of distinguishing between meanings is not restricted to polymes. In the GTTinstance experiment raters had the most difficulty in deciding whether mapped concepts were related or unrelated. For example, some raters found the concept arid, dry territory related to erosion, while others thought the link too remote to be useful. The fuzziness of concept boundaries and category boundaries makes agreement in evaluation more difficult to achieve. They are a manifestation of Lakoff’s prototype theory where concepts far from the prototype become more difficult to categorize.

We also found that the contextual information such as hierarchy, multiple labels and scope note, can increase the difficulty in judgments in particular if they are contradictory. For example, the categorization of the mapping of concept mantle between AAT and WordNet, both referring to the thing around a fireplace, was complicated by the AAT scope note “Decorative frames around fire-
place openings” and the WordNet gloss “shelf that projects from wall above fireplace”. Three out of 5 raters judged the mapping “exact match”. The fourth rater judged it “related” because the AAT parent concept is “furniture component” while the WordNet parent concept is “shelf”. The fifth rater judged the AAT term as broader as she considered the frame in the AAT scope note to be a broader than a shelf.

In comparison to AATWordNet, the GTTlexical experiment was judged “easier” by raters, as they were confronted with very few ambiguous mappings and made quicker judgments. In addition, both GTT and Brinkman contain few alternative labels and scope notes limiting the amount of contextual information. In the GTTlexical experiment, where mapped concepts had the same label, raters tended to select exact match due to lack of context. In the GTTinstance experiment, however, the lack of context meant that concepts that were related were sometimes rated as unrelated by some raters. Both GTT and Brinkman vocabularies cover a wide range of subjects from “general culture” to economy, physics, history and even medicine. Thus evaluating concepts from more specific domains was more difficult due to lack of context. For example, the mapping between the drug Dapsone and the disease leprosy was rejected by some raters because the parent concept of Dapsone is anti-epileptic drug. Other raters looked up Dapsone on Wikipedia, found that it is also a drug used for leprosy and selected related match because the therapy and disease have an associative relationship. In this case, if we had prohibited the use of outside sources such as Wikipedia, all raters would have most likely selected unrelated based on the available information (unless one of them was a medical expert) which would have led to higher inter-rater agreement. However, a related match between the two concepts can be useful in some applications. Our experiments have shown that raters behave differently and some are more inclined to look up information than others.

We found that for some mappings raters thought the SKOS matching relations inadequate. Although raters could use the unrelated category whenever the mapping was not a SKOS relation, they were reluctant to reject mappings with some semantic link. In particular in the AATWordNet and GTTlexical experiments some aligned concepts (partially) overlapped each other in meaning, therefore warranting some sort of equivalence relation that could not be defined as exact or close match. An example from AATWordNet is the concept restorer as shown in Figure 3. The WordNet concept for restorer also included the labels “refinisher”, “renovator” and “preserver”, whereas restorers and preservationists were separate concepts in AAT. Raters were reluctant to reject the mapping from AAT’s restorer to WordNet’s restorer, but felt neither exact nor close match was appropriate.

A complementing explanation of possible differences between raters could be based on the variability of subjective guidelines that raters appear to construct during the evaluation task. This view is supported by the notion of situated cognition [5] that stipulates that people construct their knowledge “on the fly” in a specific context. When raters were confronted with a non-prototypical mapping they formed their own interpretation of the guidelines and applied that particular rule to similar mappings. For example, one rater created the following rule during the GTTinstance experiment: “if two concepts are not on the same level of specialization they cannot be related”. The rater continued to apply this rule throughout the evaluation, even though our guidelines did not contain such a specific rule, and no other raters formulated it so clearly.

The background of raters also had an impact on their process of categorization. Two of the raters had a strong thesaurus background that influenced some of their choices. For example, one of these raters would not categorize mappings as broad or narrow match if they shared the same label, commenting that it is not proper ISO standard practice [1]. Raters without this background had no reservations in using hierarchical categories on mappings that shared the same label. We did not specify a purpose or task for the alignments but it seems that raters with a thesaurus background thought of the mappings in terms of a thesaurus merging task, while other raters thought of mappings in terms of an annotation task. Our findings are similar to those reported by Bailey et al. [3] in the field of information retrieval, where they found that judges with different levels of specialization in the task had low agreement.

In the experiments we found that certain disagreements are caused by different interpretations of differences in thesauri, in particular in their hierarchy. GTT is organized according to is-a type relations, while in Brinkman concepts are organized according to a mix of is-a and part-of relations. This sometimes caused problems when the relation a rater wanted to choose contradicted the relation in the thesaurus. For example, there were disagreements on the mapping between Waste products from Brinkman to Environmental pollution in GTT. Some raters chose related match in accordance with our guidelines about cause and effect, while other raters chose broader because in Brinkman Environmental pollution is the parent concept of Waste products. Such disagreements can be avoided by adding additional guidelines, but in practice it is often impossible to foresee the effect specific differences between thesauri have on evaluation.

5. DISCUSSION AND CONCLUSION

Manual evaluation is a method for establishing the quality of vocabulary alignments. High agreement between raters is a requirement for being able the make conclusive statements about quality of alignment methods. However, there are a number of factors that influence the judgment of raters. In this paper we studied the process of manual evaluation and found that there are aspects of the evaluation setup that can be controlled, and aspects that make the task inherently difficult.

One aspect that can be controlled is the provision of clear guidelines to the evaluators. Guidelines should include clear examples, precise descriptions of the categories, and instructions how to deal
with thesaurus errors. The granularity of the categories is another factor where choices can be made. In our experiments we chose to use the SKOS mapping categories, but our results show that a two category system (match/no match) leads to higher reliability measures. On the other hand, some of our raters indicated that they found the SKOS categories too limited.

Another aspect that can be controlled is the nature of the sample. One can simply choose to select a random sample of alignments or one can construct a sample that contains certain types of alignments as we did in the GTTInstance evaluation. Although our results indicate that different samples lead to similar values for inter-rater reliability, the choice of a specific sample can circumvent certain problems such as prevalence bias.

Aspects largely beyond control are lexical ambiguity and rater characteristics. It is well known from studies in lexical semantics that the boundary between polysemy and homonymy is vague and that the classification of different types of polysemy is still a matter of debate among linguists. Humans rarely have problems with disambiguating the meaning of words in a discourse context. However, in an ontology alignment task this context is usually much more limited than in discourse.

The evaluation process can also be influenced by the background of the evaluators of alignments. Domain specialists (e.g. in a medical or cultural heritage domain) may use different evaluation criteria than raters with a linguistic or a computer science background. Of course one can choose to select raters with a similar background.

A related factor is the purpose of the ontology alignment. For example, if the aligned concepts are used to retrieve documents annotated by different ontologies in the domain of medicine, the difference between organs of a human and a mouse may not be of great importance. In other applications such differences may be essential. Of course the guidelines can be adapted to the nature of the application, but this make comparison of the quality of alignment methods much more complex.

In summary, our results indicate that the manual evaluation of ontology alignments is by no means an easy task and that the ontology alignment community should be careful in the construction and use of reference alignments. We recommend that the OAEL community starts establishing best practices and guidelines for constructing reference alignments. Based on this paper we suggest to include at least the following elements in such an evaluation methodology:

- Select one of the three interrater-agreement measures used in Table 2 as the prescribed standard. Although from the results reported in this paper there is no clear winner, we suggest using Krippendorff’s alpha for its versatility as it can be used with any number of raters, with incomplete data and on different sample sizes. The use of an inter-rater agreement measure will make comparison between experiments of different authors easier.

- Prescribe a minimum set of raters for manual evaluation. This minimum should not lower than 3. A range of 3-5 raters appears reasonable.

- Agree on a set of alignment relations. The SKOS relations are attractive candidates mainly because they are part of an heavily-used standard for publishing thesauri on the Web. However, the set of equivalence relations used by Halpin et al. [9] has a more formal underpinning.

- Agree on a set of guidelines for helping to decide which mapping relation to use. The guidelines provided by us (cf. http://www.cs.vu.nl/~atordai/Guidelines.pdf) might serve as a place to start.

Having said this, we agree with Lakoff’s view on categorization and its consequence: we should not expect full agreement on reference alignments. On the other hand, we expect many Web applications to be able to live with this and still make useful semantic links.
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