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Abstract

A measurement of the polarization of $\Lambda$ and $\bar{\Lambda}$ baryons produced in $p$C and $p$W collisions at $\sqrt{s} = 41.6$ GeV has been performed with the HERA-B spectrometer. The measurements cover the kinematic range of $0.6 \text{ GeV}/c < p_{\perp} < 1.2 \text{ GeV}/c$ in transverse momentum and $-0.15 < x_F < 0.01$ in Feynman-$x$. The polarization results from the two different targets agree within the statistical error. In the combined data set, the largest deviation from zero, $+0.054 \pm 0.029$, is measured for $x_F \lesssim -0.07$. Zero polarization is expected at $x_F = 0$ in the absence of nuclear
1. Introduction

Previous measurements (see, e.g., Refs. [1,2]) have, contrary to expectations, shown that \(\Lambda\)'s and other hyperons produced in unpolarized hadron–hadron interactions are transversely polarized. For \(\Lambda\)'s, the magnitude of the polarization is observed to depend on the kinematic variables. For fixed-target \(pA\) interactions usually the \(A\) momentum transverse to the beam direction, \(p_\perp\), and its Feynman-\(x\), taken to be \(x_F = 2p_t/\sqrt{s}\), are used. Here \(p_t\) is the longitudinal momentum of the hyperon relative to beam direction as measured in the center of mass of the beam proton and target nucleon. The magnitude of the polarization is observed to increase with \(p_\perp\) and decrease as \(|x_F|\) approaches zero. No existing model adequately describes the observations. (For general introductions to the topic of polarization and overviews of previous results and models see Refs. [3,4].) Additional experimental input in previously unmeasured kinematic regions could provide additional insight into the mechanism responsible for the polarization.

Most previous measurements were performed at positive \(x_F\), the only exceptions being low statistics measurements from bubble chamber experiments [5] which probe the polarization over the full phase space. In this Letter, we report a new measurement of \(\Lambda\) and \(\bar{\Lambda}\) (henceforth designated \(\Lambda/\bar{\Lambda}\)) polarizations in inclusive 920 GeV proton–nucleus interactions, predominately at negative \(x_F\) and in the \(p_\perp\) range of 0.6 GeV/c < \(p_\perp < 1.2\) GeV/c.

The \(\Lambda\) polarization is inferred from the magnitude of the angular asymmetry of protons resulting from the decay \(\Lambda \rightarrow p\pi^-\), as observed in the \(\Lambda\) rest-frame. For each event the coordinate system is defined such that the \(\vec{n}_z\) axis coincides with the boost vector from the laboratory system to the \(\Lambda\) rest-frame. The \(\vec{n}_x\) direction is the normal to the production plane as defined by the cross product of the beam direction as seen in the \(\Lambda\) rest frame with the \(\vec{n}_z\) axis (\(\vec{p}_{\text{beam}} \times \vec{n}_z\)) and \(\vec{n}_y = \vec{n}_z \times \vec{n}_x\). Since the \(\Lambda\)'s are produced via parity-conserving strong interactions, polarization can only occur transverse to the production plane [6], corresponding to the \(\vec{n}_z\) direction. The polarization is measurable since the \(\Lambda\)’s decay via a parity-nonconserving weak process.

The expected intensities are:

\[
\frac{dN}{d\cos\theta_i} = \frac{1}{2} N_{\text{tot}} A(\cos\theta_i)(1 + \alpha_A P_A \cos\theta_i),
\]

\[
\frac{dN}{d\cos\theta_y} = \frac{1}{2} N_{\text{tot}} A(\cos\theta_y),
\]

\[
\frac{dN}{d\cos\theta_z} = \frac{1}{2} N_{\text{tot}} A(\cos\theta_z),
\]

where \(\cos\theta_i = \vec{n}_i \cdot \vec{n}_{\text{proton}}\) for \(i = x, y, z\). \(P_A\) is the polarization, \(A\) is the detector acceptance, \(N_{\text{tot}}\) is the total number of observed events and \(\alpha_A\) is the asymmetry parameter of the \(\Lambda\) decay. For the \(\bar{\Lambda}\), the equations are modified by substituting: \(\vec{n}_{\text{proton}} \rightarrow \vec{n}_{\text{anti-proton}}\) and \(\alpha_A \rightarrow \alpha_{\bar{\Lambda}}\).

2. Detector, data sample and event selection

The data sample used for this analysis was collected with the fixed-target HERA-B spectrometer operating at the 920 GeV proton storage ring of HERA, at DESY. The target consists of thin wires of various materials—for this measurement, carbon (C) and tungsten (W)—dynamically positioned in the halo of the proton beam. Particles produced in collisions are measured using a variety of sub-detector systems, the most important for this Letter being the silicon vertex detector (VDS) [7] and the outer tracker (OTR) [8]. The VDS is positioned immediately downstream of the target and consists of 8 planar stations with a total of 64 double-sided silicon microstrip detectors. The VDS is followed by a large aperture 2.13 Tm magnet and the OTR, which consists of 7 planar stations of honeycomb drift chambers. The spectrometer has a large angular coverage: 15 to 220 mrad in the horizontal (bending) plane and 15 to 160 mrad in the vertical plane. A Ring Imaging Cherenkov detector (RICH) and an electromagnetic calorimeter (ECAL) cover the full aperture and, for the purposes of this measurement, are only used to provide a minimum bias trigger: events are required to have either 20 hits in the RICH (corresponding to 60% of the expected yield of a single relativistic charged particle) or at least one ECAL cluster with an energy of at least 1 GeV. More details on the spectrometer can be found in Ref. [9] and references therein.

The data sample consists of a total of 119 million events from two targets: 55 million from the carbon target sample and 64 million events from the tungsten target sample (henceforth referred to as the C-target and W-target samples). The events are selected from single wire runs and consist mainly of single interactions, with approximately 10% having more than one interaction.

The detector acceptance is determined from Monte Carlo simulations (MC). Frittio 7.02 [10] is used as event generator, and a GEANT 3.21-based detector model simulates the detector response [11]. The generated decay angle distributions are flat in \(\cos(\theta_i)\). The generated \(p_\perp\) and \(x_F\) distributions of the \(\Lambda/\bar{\Lambda}\)'s were tuned such that the reconstructed MC distributions are in agreement with the uncorrected data in the kinematic range of the measurement, see Fig. 1.

Segments of tracks are reconstructed in the VDS and OTR independently requiring at least five and six hits, respectively. Segments are then combined to tracks with the constraint that each segment is only allowed in one track. No particle identification cuts are applied. A \(\Lambda\) candidate is initially identified as two oppositely-charged tracks forming a common vertex downstream of the target. Using the signal, \(S\), and back-
Fig. 1. Kinematic distributions for selected $\Lambda$ candidates for the W-target sample.

Fig. 2. (a) $p\pi^-$ invariant mass distribution for selected $\Lambda$ candidates, and (b) $\bar{p}\pi^+$ invariant mass distribution for selected $\bar{\Lambda}$ candidates for the W-target sample.

ground, $B$, from data, an optimization of the signal significance, $S/\sqrt{S+B}$, is performed with respect to three discriminating variables, with the resulting cuts:

- The impact parameter of the $\Lambda$ candidate to the closest primary vertex is required to be less than 0.063 cm.
- The maximal allowed distance of closest approach between the two decay tracks is 0.15 cm.
- The flight path of the $\Lambda$ candidate times the sum of the momenta of the decay tracks transverse to the direction of propagation of the $\Lambda$ candidate is required to be larger than 0.15 cm GeV/c.

An effect of the first cut is, according to MC studies, that the fraction of cascade $\Lambda$'s is suppressed by a factor of approximately 10, so that only $\approx 1\%$ of $\Lambda$'s in the final signal originates from cascade decays. The invariant mass of the $\Lambda$ candidate is calculated under the assumption that the positive track is a proton and the negative track is a pion. Only candidates with masses in the mass range: $[1.10; 1.13]$ GeV/c$^2$ are considered in the analysis. $\Lambda$ candidates which are also consistent with a $K^0_S$ hypothesis are rejected by eliminating those candidates whose invariant mass when calculated under the assumption that both tracks are pions, lies within the $K^0_S$ mass window (i.e., less than 15 MeV/c$^2$ from the nominal $K^0_S$ mass). This cut ensures that the percentage of misidentified $\Lambda$'s is less than 0.3%. The analogous search is made for $\bar{\Lambda}$'s. Finally, we consider only $\Lambda/\bar{\Lambda}$'s in the range $0.6$ GeV/c $< p_\perp < 1.2$ GeV/c and $-0.15 < x_F < 0.01$. The invariant mass distributions for selected $p\pi^-$ and $\bar{p}\pi^+$ candidates from the W-target sample are shown in Fig. 2(a) and (b), respectively. The distributions for the C-target sample are similar. According to fits using two Gaussians to describe the signal and a second order polynomial to describe the background, the C-target and W-target samples
contain (47K/23K) $\Lambda/\bar{\Lambda}$’s, respectively. Depending on the kinematic range (see Section 3), the background constitutes $\sim4\%$ of the signal, but since events from the side-bins of the $\Lambda$ mass distribution show no significant dependence on $\cos(\theta_x)$, the background contribution to the polarization is negligible.

3. Results

The polarization is determined separately in three $x_F$ intervals of similar event statistics: $[-0.15; -0.07]$, $[-0.07; -0.04]$ and $[-0.04; 0.01]$. For each $x_F$ interval, and for both real data and MC, the events are split into four bins of equal size in $\cos(\theta_x)$ and the $p\pi^-$ mass spectra for each bin are fitted. The corrected $\cos(\theta_x)$ distribution is the ratio: $\frac{dN}{d\cos(\theta_x)}|_{\text{data}}/\frac{dN}{d\cos(\theta_x)}|_{\text{MC}}$ of data to MC normalized to the same total number of events. The resulting corrected distributions are plotted in Fig. 3. Since the MC sample is generated flat in $\cos(\theta_x)$, this ratio should be flat if the $\Lambda/\bar{\Lambda}$’s are unpolarized, and otherwise be a linear function of $\cos(\theta_x)$ according to Eq. (1).

The results are summarized in Tables 1 and 2 for the C-target and W-target samples separately. The measured $\Lambda/\bar{\Lambda}$ polarizations in C-target and W-target samples are consistent in all $x_F$ intervals. We therefore follow the approach of previous measurements and present results averaged over the two data samples, see Table 4. The statistical uncertainties of the $\bar{\Lambda}$ polarization measurements are larger than the corresponding $\Lambda$ measurements due to the factor of approximately two difference in statistics.

The fact that $\Lambda$ and $\bar{\Lambda}$ polarizations are small near $x_F = 0$ compared to the maximal measured value of $\approx -20\%$ at $x_F \approx 0.5$ [13] is not surprising for at least two reasons: firstly, previous measurements at positive $x_F$ show that the magnitude of $\Lambda$ polarization decreases with $x_F$ [2], and secondly, in $pp$ collisions, the polarization must be an antisymmetric function of $x_F$ for symmetry reasons (i.e., to avoid the ambiguity which would otherwise be encountered, since there is no a priori reason to favor the beam proton direction over the target proton direction when defining the production plane at $x_F = 0$). Any nonzero polarization near $x_F = 0$ in the present measurement would then necessarily come from either a difference in $\Lambda/\bar{\Lambda}$ polarization in interactions with neutrons compared to protons or nuclear effects. Previous attempts to measure nuclear effects in $\Lambda/\bar{\Lambda}$ polarization show that in the forward region, any such effects can only be very weak [4].

4. Systematic studies

We discuss separately two categories of possible systematic errors: those due to possible inaccuracies in the MC detector description ($\sigma_{\text{acceptance}}$), and those due to the method of extracting the signal ($\sigma_{\text{method}}$). An additional rather insignificant contribution to the systematic error is introduced by the uncertainty of the decay asymmetry parameter $\alpha_\Lambda$, as obtained from the PDG

<table>
<thead>
<tr>
<th>$p_\perp$ [GeV/c]</th>
<th>$x_F$</th>
<th>POLARIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$</td>
<td>0.82</td>
<td>-0.099</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>0.81</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>-0.020</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>0.81</td>
<td>-0.097</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>-0.020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$p_\perp$ [GeV/c]</th>
<th>$x_F$</th>
<th>POLARIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$</td>
<td>0.83</td>
<td>-0.099</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>-0.055</td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>-0.020</td>
</tr>
<tr>
<td>$\bar{\Lambda}$</td>
<td>0.82</td>
<td>-0.097</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>-0.020</td>
</tr>
</tbody>
</table>

Fig. 3. Corrected $\cos(\theta_x)$ distributions ($\bullet$) and linear fit (left ordinate) for the given $x_F$ and $p_\perp$ range for $\Lambda$’s of the W-target data. On the right ordinate ($\times$) is shown the acceptance (Eq. (1)), including the efficiency of track reconstruction and selection cuts, as well as the geometrical acceptance of the spectrometer.
The limits are evaluated separately for first dominates. Note also that the first contribution is correlated error are shown in Table 3. Of the three sources considered, the in cos \( \Lambda \) is thus divided into a total of 12 subsamples for which the up/down subsamples as a basis for the evaluation. The data set is divided into (approximate) halves according to the direction of the produced \( \Lambda / \bar{\Lambda} \)’s as seen in the lab frame, e.g., up/down, left/right and at various angles in the transverse plane. For each such pair of subsamples, the asymmetry difference, a quantity which should be consistent with zero, is evaluated. The largest deviation from zero was found between the up and down subsamples. To avoid correlations, we therefore use only the up/down subsamples as a basis for the evaluation. The data is thus divided into a total of 12 subsamples for which the asymmetry is separately evaluated. The sum, with each term weighted by the inverse square of its statistical error is formed and interpreted as a \( \chi^2 \) statistic for 12 degrees of freedom. The systematic error is estimated as \( f \cdot \sigma_{\text{statistical}} \). A new \( \chi^2 \) is calculated by adding the statistical and systematic errors in quadrature. The scale factor \( f \) is chosen such that the \( \chi^2 \) probability is 50%. The systematic error estimate due to possible acceptance distortions is then the average of the statistical errors in the three \( x_F \) bins multiplied by \( f \). The results are given in Table 3. Similar results were obtained in a cross check analysis using \( \cos(\theta_x) \uparrow - \cos(\theta_x) \downarrow \) rather than \( \cos(\theta_x) \uparrow \) and \( \cos(\theta_x) \downarrow \). \( \cos(\theta_x) \uparrow \) refers to \( \Lambda \)’s propagating in the direction of upper/lower hemisphere in the lab frame.

As a cross check of the systematic error, the apparent \( K_S^0 \) polarization was determined using the same method as for \( \Lambda / \bar{\Lambda} \). Since \( K_S^0 \) is a pseudo-scalar meson, it cannot be polarized. The result for \( K_S^0 \) is that even for \( f = 0 \), the probability for zero polarization exceeds 50%. An additional systematic error, \( \sigma_{\text{method}} \), could result from the fitting procedure used to extract the number of signal events in each bin. An alternative to the fit procedure, namely counting the number of \( \Lambda / \bar{\Lambda} \) candidates in the signal region of the mass plot and subtracting background, as estimated from side-bins was checked.

Estimates of the individual contributions to the systematic error are shown in Table 3. Of the three sources considered, the first dominates. Note also that the first contribution is correlated between the three \( x_F \) bins since the decay products corresponding to the different bins traverse the same detector elements. The second is proportional to the measured polarization and the third is not correlated with the first two. To be conservative, the correlations are ignored, and the total systematic error (see Table 4) is calculated by adding the individual contributions of Table 3 in quadrature.

### Discussion

The present measurements are performed in three \( x_F \) bins which are integrated over a \( p_\perp \) interval common to all bins. In contrast, most previous measurements were performed in relatively small lab-frame angular apertures, and thus, unlike the present measurement, have strong correlations between the average \( x_F \) and \( p_\perp \) values of the reported results. Consequently, a comparison is nontrivial. Furthermore, a point by point comparison is not possible for two reasons: very few publications supply all the needed information (the average \( x_F \) and \( p_\perp \) values of the measured points), and the \( x_F \) region of the present measurement does not overlap with the regions of previous measurements. Instead, we compare our results to a parameterization of measurements given in Ref. [13], which describes measurements from four experiments performed at 400 GeV proton beam energy with hydrogen and beryllium targets, at various targeting angles. Those results cover the \( x_F \) range [0.1; 0.5], and are fitted to a simple expression with factorized \( x_F \) and \( p_\perp \) dependences:

\[
P_{\text{ext}}(x_F,p_\perp) = (C_1 x_F + C_2 x_F^3) (1-e^{C_3 p_\perp^2}).
\]

The fitted coefficients are: \( C_1 = -0.268 \pm 0.003 \), \( C_2 = -0.338 \pm 0.015 \) and \( C_3 = -4.5 \pm 0.6 \) (GeV/\( c \))^2. In Ref. [3] it is argued that the \( \Lambda \) polarization dependence on CM energy is weak. Assuming complete energy independence, the functional form of Eq. (2) can be checked against more recent and independent 800 GeV \( \Lambda \) measurements [2]. The comparison is shown in Fig. 4, where the solid curve corresponds to Eq. (2) with the average \( p_\perp \) of all presented \( \Lambda \) measurements, \( \langle p_\perp \rangle = 0.83 \) GeV/\( c \), and the dashed curve corresponds to Eq. (2) with infinite \( p_\perp \). Except for the lowest \( x_F \) point, the measurements of Ref. [2] are at larger \( p_\perp \) than the present results, and should therefore correspond to a curve lying between the two displayed curves. The data are clearly consistent with the parameterization. Also shown in Fig. 4 are the

### Table 3

<table>
<thead>
<tr>
<th>( x_F ) interval</th>
<th>([-0.15; -0.07] )</th>
<th>([-0.07; -0.04] )</th>
<th>([-0.04; 0.01] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )</td>
<td>( \sigma_{\text{acceptance}} )</td>
<td>0.022</td>
<td>0.022</td>
</tr>
<tr>
<td>( \sigma_{\text{method}} )</td>
<td>-0.004</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>( \sigma_{\text{sys}} )</td>
<td>0.001</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>( \bar{\Lambda} )</td>
<td>( \sigma_{\text{acceptance}} )</td>
<td>0.029</td>
<td>0.029</td>
</tr>
<tr>
<td>( \sigma_{\text{method}} )</td>
<td>0.002</td>
<td>0.006</td>
<td>-0.003</td>
</tr>
<tr>
<td>( \sigma_{\text{sys}} )</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Table 4

Combined \( \Lambda / \bar{\Lambda} \) polarization results for W- and C-target samples in three bins of \( x_F \). The average \( p_\perp \) and \( x_F \) for each bin are also given. \( P_{\text{ext}} \) is the expected polarization extrapolated from previous measurements.

<table>
<thead>
<tr>
<th>( p_\perp )</th>
<th>( x_F )</th>
<th>Polarization</th>
<th>( P_{\text{ext}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )</td>
<td>0.82</td>
<td>-0.099</td>
<td>0.054 \pm 0.019(stat) \pm 0.022(sys)</td>
</tr>
<tr>
<td>0.82</td>
<td>-0.055</td>
<td>0.007 \pm 0.020(stat) \pm 0.022(sys)</td>
<td>0.014</td>
</tr>
<tr>
<td>0.84</td>
<td>-0.020</td>
<td>-0.034 \pm 0.018(stat) \pm 0.022(sys)</td>
<td>0.005</td>
</tr>
<tr>
<td>( \bar{\Lambda} )</td>
<td>0.82</td>
<td>-0.097</td>
<td>-0.024 \pm 0.030(stat) \pm 0.029(sys)</td>
</tr>
<tr>
<td>0.81</td>
<td>-0.054</td>
<td>0.028 \pm 0.030(stat) \pm 0.029(sys)</td>
<td></td>
</tr>
<tr>
<td>0.83</td>
<td>-0.020</td>
<td>-0.024 \pm 0.025(stat) \pm 0.029(sys)</td>
<td></td>
</tr>
</tbody>
</table>
three HERA-B measurements, which are also compatible with the extrapolation of the parameterization to negative \( x_F \). The values of \( P_{\text{ext}} \) corresponding to the HERA-B points are given in Table 4.

The third dataset shown in Fig. 4 are results from NA48 [14]. These data are taken at similar \( \sqrt{s} \) but at smaller \( p_{\perp} \) compared to the ones parameterized by Eq. (2). Even taking this difference into account the NA48 data are not described by this parameterization. Previous measurements of \( \Lambda_{\overline{p}} \) polarization include: 0.006 \( \pm \) 0.005 [13], 0.014 \( \pm \) 0.027 [2], and \(-0.014 \pm 0.037 \) [14]. These numbers are average values for the specific kinematic ranges covered by each experiment and are therefore not directly comparable. Nonetheless, all results are consistent with zero and in agreement with our measurement.

6. Conclusion

A measurement of the inclusive \( \Lambda / \Lambda_{\overline{p}} \) polarization has been performed in the \( x_F \) range: \([-0.15; 0.01]\) and the \( p_{\perp} \) interval: \([0.6; 1.2] \) GeV/c using \( \Lambda / \Lambda_{\overline{p}} \)’s produced in \( pC \) and \( pW \) collisions. As the polarization results from the two targets agree within their statistical uncertainties, we see no evidence of nuclear effects. The magnitude of the \( \Lambda \) polarization is less than \( \approx 6\% \) and measurements suggest an increase of the polarization with an increase of \(|x_F|\). When combining the data from the two targets, the largest deviation from zero polarization, \(+0.054 \pm 0.029\), is measured for \( x_F \lesssim -0.07 \). Zero polarization is expected at \( x_F = 0 \) in the absence of nuclear effects. The \( \Lambda \) polarization measurements are consistent with a parameterization, \( P_{\text{ext}} \), of earlier measurements performed at positive \( x_F \), where the polarization is negative. The \( \Lambda_{\overline{p}} \) polarization measurements are consistent with zero.

Acknowledgements

We are grateful to the DESY laboratory and to the DESY accelerator group for their strong support since the conception of the HERA-B experiment. Also, we would like to thank the technical and administrative staff without whom the HERA-B experiment would not have been possible.

References


---

In Refs. [2,14] \( x_F \) is defined in the laboratory system. This gives rise to small shifts in the \( x_F \) calculation as compared to our definition.