Forward modeling and retrieval of water vapor from the Global Ozone Monitoring Experiment: Treatment of narrowband absorption spectra
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[1] We present the algorithm and results for a new fast forward modeling technique applied to the retrieval of atmospheric water vapor from satellite measurements using a weak ro-vibrational overtone band in the visible. The algorithm uses an Optical Absorption Coefficient Spectroscopy (OACS) method which is well suited to situations where line widths in the absorption spectrum are much narrower than the instrumental resolution and where efficient numerical solutions of the equation of radiative transfer are needed. We present examples of OACS forward modeled reflectivity which include the differential contribution of singly scattered photons and compare them with spectral measurements of the Global Ozone Monitoring Experiment (GOME). In particular, we apply OACS to the retrieval of water vapor column (WVC) densities from GOME spectral data between 585 and 600 nm. Method precisions are better than 0.7% for high and better than 3.4% for low WVC. The total accuracy of the retrieval method appears to be better than 0.8 and 4% for high and low WVC, respectively. The retrieval results are compared to WVC values given by European Centre for Medium-Range Weather Forecasts and Special Sensor Microwave Imager and allow us to conclude that the OACS retrieval method is reliable except in cloud-rich situations. In cloud-free cases, an upper limit of 18% error on the retrieved WVC due to the impact of multiple and aerosol scattering as well as aerosol extinction is estimated. In addition, the accuracy of the retrieval is sufficient to permit the detection of systematic differential fit mismatches between modeled and real GOME spectra. The magnitude of such mismatches places an upper limit on the accuracy of HITRAN’96 water vapor line strength values of about 10–20%.
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1. Introduction

[2] Spectroscopic measurements from satellite-based instruments covering relatively broad wavelength regions may be used to affect column and vertical profile retrieval for many different atmospheric constituents. The Global Ozone Monitoring Experiment (GOME) spectrometer on the European Space Agency’s ERS-2 satellite [European Space Agency (ESA), 1995; Burrows et al., 1999] covers a wavelength region between 240 and 790 nm. In this wavelength region absorption bands of many constituents such as, for example, O2, NO2, H2O, O3, (O2)2, and OClO are measurable. Column concentration retrieval is routinely carried out for O3 and NO2 (level 2 products). Important information about OCIO, volcanic SO2, H2CO from biomass burning and tropospheric BrO, has also been delivered [Thomas et al., 1998].
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et al., 1999)] will be launched on ENVISAT in 2001 and will extend wavelength coverage into the near infrared up to 1750 nm while adding two additional channels in regions between 1.9 and 2.4 microns. Thus GOME’s list of targeted species will be extended to include CO, CO2, N2O and CH4. The absorption features of some of these gases are often contaminated by strong water vapor absorption bands [Schrøjver, 1999; Buchwitz et al., 2000]. Retrieval of such species would thus require fast forward modeling of the water vapor using the results of a sensitive retrieval method retrieving water vapor column (WVC) concentrations, for example in the visible region of the instrument.

[4] This paper focuses on the retrieval of WVC from GOME measurements in the visible between 585 and 600 nm. This relatively weak absorption window was first described by Maurellis et al. [2000a]. It contains additional absorption features due to sodium, the ozone Chappuis band, the O32 collision complex, which we account for in this work as well as a weak contribution of NO2. In contrast, the most prominent water vapor absorption band covered by the GOME detectors is at 720 nm. This band contains, on average, features which are up to an order of magnitude more optically dense than the strongest features in the weak 590 nm band. Nevertheless, we expect that the reflectivity measured in the 720 nm region is less sensitive to changes in pressure and temperature over altitude. Due to the strong absorption in the line center and the strong overlap of the line wings in the lower troposphere, at high pressures and high water vapor content, the 720 nm region is less sensitive to changes in WVC. In this paper we present a new method called Optical Absorption Coefficient Spectroscopy (OACS) which allows both for fast and accurate forward modeling of GOME reflectivity measurements affected by water vapor absorption as well as relatively fast retrievals of WVC.

[5] Until recently the retrieval of WVC from GOME measurements was not successful without the introduction of substantial modification [Noé et al., 1999; Casadio et al., 2000] to differential methods such as the Differential Optical Absorption Spectroscopy method (DOAS) [Platt, 1994, 1999] used for the retrieval of GOME level 2 products [Burrows et al., 1999]. In principle DOAS operates by separating out the broadband absorption structure due to elastic scattering or broadband absorption from the differential structure of the trace gas under study in order to fit Beer’s Law to a measured reflectivity spectrum. DOAS offers a good compromise between speed, numerical accuracy and instrument performance and has repeatedly proven its usefulness for many molecular species. However it is frequently combined with a simple arithmetic wavelength-averaging of optical densities for broadband absorbers in order to establish a linear dependence between the logarithm of the measured reflectivity and the fit parameters [Marquard et al., 2000; Burrows et al., 1999]. In this case, the retrieval of the atmospheric water vapor concentrations would result in a systematic underestimation of the expected WVC due to an inadequate sampling of highly varying optical densities by a single detector pixel [Maurellis et al., 2000a, 2000b]. In addition, discrepancies may also arise out of inadequate treatment of air mass factors used to account for the contribution of atmospheric scattering [Noé et al., 1999; Casadio et al., 2000].

[6] It is important to make the distinction between narrowband and broadband absorbers in the context of a spectral fitting window in order to separate the reflectivity contribution of absorbers with strong differential structure from the relatively smooth background. In addition to coping with intrinsic spectral complexity the retrieval of atmospheric trace gas columns also requires accurate spectral information as well as spectrometers which operate at sufficient spectral resolution. However, spectral coverage (i.e., the potential to retrieve a wide variety of atmospheric constituents using a single instrument) usually has to be compromised by a reduction in spectral resolution. For example, two linear array detectors with 1024 detector pixels each are needed in order to cover the wavelength range of the Ozone Chappuis band between 400 and 800 nm using the GOME instrument (channel three and four), where each detector pixel covers a wavelength range of about 0.2 nm. The spectral sampling is sufficient to resolve spectral absorption features of many species especially in the near ultraviolet where line-broadening by predissociation of excited molecular states causes the optical density to vary little within the span of a single detector pixel (for example in the case of ozone). In contrast, many species with absorption bands in the visible and near-infrared (for example, water vapor, NO2, methane, or atomic species like sodium) lack smoothing from line-broadening and may contain a number of distinct absorption lines within the wavelength region covered by one detector pixel. This also holds for wide parts of the solar irradiance spectrum over the entire ultraviolet and visible regions which contains narrowband Fraunhofer absorption lines.

[7] The fast forward modeling and retrieval method presented here focuses on the problem of spectral sampling in cases of such narrowband absorption spectra. This means that the spectral width of the instrumental function and the sampling width of the detector is much broader than the width of a single absorption line. In such cases a convolution and sampling integral over the modeled highly structured reflectivity spectra has to be introduced when modeling the spectra measured by an instrument with insufficient sampling capacity. The proposed Optical Absorption Coefficient Method (OACS) shows that this problem can be solved accurately and with sufficient efficiency that, using operational data from GOME in the visible, the water vapor column (WVC) retrieved is comparable to other fundamental different satellite measurement techniques and data assimilation models [Vesperini, 1998; Chaboureau et al., 1998].

[8] The problem of the treatment has also been dealt with by a new Spectral Structure Parameterization (SSP) method [Maurellis et al., 2000b]. In the latter work it was shown that the complexity of spectra ranging from single line absorption to broadband absorption may be characterized, to second order in accuracy, by a simple parameterization scheme. In what follows we show that the OACS retrieval method permits both fast and accurate forward modeling of reflectivities as well as relatively fast retrievals of trace gas concentrations.

[9] In principle, an OACS retrieval method could take advantage of the DOAS method in the sense that it could utilize a first-order polynomial in order to account for the unknown surface albedo as well as the non-structured background contribution of atmospheric scattering. However, in order to account for the contribution of single-
scattered photons, we show that a more accurate representation can be obtained in the form of an additional OACS term derived from the solution of the equation of radiative transfer. However, the contribution of multiple scattering can be significant in the visible region covered by this instrument. Therefore a polynomial similar to the one used in standard DOAS methods is introduced to account for the broadband contribution of multiple-scattered photons. The influence of the neglected differential contribution of the latter on the modeled reflectivities as well as fit residuals and retrieved WVCs has to be estimated and discussed in some detail. However, apart from these assumptions, OACS already displays the ability to retrieve WVCs for low cloud cover situations with an accuracy of state-of-the-art products like the ones from the European Center of Medium Range Weather Forecast (ECMWF) and the Special Sounder Microwave Imager (SSM/I). In addition, this first extensive study retrieving water vapor from GOME operational data in the wave Imager (SSM/I). In this paper, we focus on potential implementation of the OACS method in routine retrieval and its use for forward modeling of broadband absorption bands in spectral regions containing narrowband absorption features other than water vapor.

Table 1. Summary of Some of the Most Important Notations Used in This Paper

<table>
<thead>
<tr>
<th>Sign</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>A. c. a with broadband X-s.</td>
</tr>
<tr>
<td>f</td>
<td>A. c. with narrowband X-s.</td>
</tr>
<tr>
<td>l, μ</td>
<td>Atmospheric layer</td>
</tr>
<tr>
<td>j, μ</td>
<td>Incoming and outgoing angle cosine</td>
</tr>
<tr>
<td>i</td>
<td>Detector pixel number</td>
</tr>
<tr>
<td>j</td>
<td>Cross-section bin</td>
</tr>
<tr>
<td>P</td>
<td>Alpha value interpolated in p, T</td>
</tr>
<tr>
<td>X-s.</td>
<td>X-s. bin center value</td>
</tr>
<tr>
<td>i</td>
<td>Instrument slit-width</td>
</tr>
<tr>
<td>m</td>
<td>Detector pixel width</td>
</tr>
<tr>
<td>γ</td>
<td>WV-line HWHM</td>
</tr>
<tr>
<td>δ</td>
<td>Grid size reference spectra</td>
</tr>
<tr>
<td>S</td>
<td>Specific intensities</td>
</tr>
<tr>
<td>R</td>
<td>Reflectivity (νn, μ)E0</td>
</tr>
<tr>
<td>Λ</td>
<td>Surface albedo</td>
</tr>
<tr>
<td>δμ</td>
<td>Line-strength</td>
</tr>
<tr>
<td>Δψ</td>
<td>Differential fit mismatch correction</td>
</tr>
</tbody>
</table>

*a* Atmospheric constituent.  
*b* Cross-section.

2. Radiative Transfer

[11] The transport equation of scalar radiative transfer in its plane parallel approximation is given by

\[
\frac{dI_\lambda}{dz}(z, \Omega) = -\beta_{\text{ext}}(z)\left[I_\lambda(z, \Omega) - J_\lambda(z, \Omega)\right] \tag{1}
\]

where \(I_\lambda\) is the specific intensity field for a given wavelength \(\lambda\), \(J_\lambda\) is the corresponding source function and \(\beta_{\text{ext}}\) is the extinction coefficient (see Table 1). Further, \(z\) represents the altitude and \(\Omega\) is the direction of the intensity field with \(\Omega = (\mu, \phi)\), where \(\mu = |\mathbf{u}|\) is the cosine of the zenith angle. \(I_\lambda\) is subject to boundary conditions at the top and bottom of the atmosphere \((z = 0\) and \(z_{\text{top}}\), respectively, of the form

\[
I_\lambda(z_{\text{top}}, \Omega_{\pm}) = 0 \tag{2}
\]

\[
I_\lambda(0, \Omega_{\pm}) = \frac{\chi}{\pi} F_{\downarrow} \tag{3}
\]

for which we have assumed isotropic ground reflection by a Lambertian surface with an albedo \(\chi\). Here, \(\Omega_{\pm}\) and \(\Omega_{\downarrow}\) indicate upward and downward directions, respectively, and \(F_{\downarrow}\) is the downward flux at the lower boundary of the atmosphere.

\[
F_{\downarrow} = \int_{\Omega_{\downarrow}} I(0, \Omega) \, \mu \, d\Omega. \tag{4}
\]
Neglecting multiple scattering in the visible part of the solar spectrum, the source function is given by

\[ J_{\lambda(\Omega, \Omega')} = F_o \beta_{sca}(z) \beta_{sca}(z') P(z, \Omega, \Omega') e^{-\tau(z)/\mu_o} \]  

(5)

where \( \beta_{sca} \) is the scattering coefficient, \( F_o \) is the incoming solar flux, \( P \) is the scattering phase function and \( \Omega_o \) describes the solar geometry. The optical depth \( \tau \) is defined by

\[ \tau(z) = \int_0^z \beta_{sca}(z') dz'. \]  

(6)

[12] Thus, in the single scattering approximation, the radiative transfer equation (1) can be integrated easily, which provides the reflected intensity field at the top of the atmosphere as a function of the boundary condition (3),

\[ I_k(z_{top}, \Omega) = I_k(0, \Omega) e^{-\tau(0)/\mu} + \frac{F_o}{\mu} \int_0^{z_{top}} \beta_{sca}(z) e^{-\tau(z)/\mu} P(z, \Omega, \Omega_o) dz \]  

(7)

If we further assume that the downward flux \( F \rightarrow \) in (3) is dominated by its direct beam contribution

\[ F \approx \mu_o F_o e^{-\tau(0)/\mu_o}, \]  

(8)

we can approximate the specific intensity in the viewing direction of the satellite with

\[ I_k(z_{top}, \Omega) = \frac{\lambda}{\pi} \mu_o F_o e^{-\tau(0)/\mu_o} + \frac{F_o}{\mu} \int_0^{z_{top}} \beta_{sca}(z) e^{-\tau(z)/\mu} P(z, \Omega, \Omega_o) dz \]  

(9)

[13] Let us now assume that Rayleigh scattering is the dominant form of single-scattering. In this case we may write the scattering coefficient \( \beta_{sca}(z, \lambda) \) as,

\[ \beta_{sca}(z, \lambda) = \sigma_R(\lambda) \sum_{k=1}^{K} n_k(z), \]  

(10)

[14] Here \( n_k \) denotes the density of the \( k \)th species and \( \sigma_R(\lambda) \) is the Rayleigh scattering cross-section with a corresponding phase function of

\[ P(\Omega_o \rightarrow \Omega) = p(\theta) = \frac{3}{4} (1 + \cos^2 \theta), \]  

(11)

satisfying

\[ \frac{1}{4\pi} \int p'(\Omega \rightarrow \Omega') d\Omega = 1. \]  

(12)

[15] We now consider a satellite instrument which spectrally redistributes incoming intensities because of the slit in the path of the optics. The result is, that the detectors sample a smoothed intensity. We assume that this may be accounted for by convolving the measured intensity using an instrumental response function \( \tilde{H}(\lambda, \lambda'; \Sigma) \) with a spectral \( \sigma \)-width \( \Sigma \). After the convolution is performed the intensity is sampled by simply averaging over the wavelength region \( \Delta \lambda \) covered by one detector pixel. In addition we assume that the differential contribution of Fraunhofer line absorption in the measured solar irradiance is negligible. By dividing \( I \equiv I_k(z_{top}, \Omega) \) from equation (9) with \( \mu_o F_o \) we write the unilluminated normalized reflectivity \( R \) measured by a single detector pixel \( j \) as

\[ R_j = \int_{\Delta \lambda} \int_{-\infty}^{+\infty} \frac{\pi d}{\mu_o F_o} H(\lambda, \lambda'; \Sigma) d\lambda' d\lambda \]  

(13)

[16] Here, the outermost wavelength integral takes place over detector pixel wavelength range \( \Delta \lambda \). For convenience it is possible to separate equation (13) into a pure surface reflectance and an atmospheric single-scattering part, \( R_j = R_{surf,j} + R_{ss,j} \), using equation (9) with \( \mu \equiv \left( \frac{1}{\mu_o} \right) \) in the case of a nadir viewing instrument (\( \mu = 1 \)), such that

\[ R_{surf,j} = \Lambda \int_{\Delta \lambda} \int_{-\infty}^{+\infty} e^{-\tau(\lambda)/\mu} H(\lambda, \lambda'; \Sigma) d\lambda' d\lambda \]  

(14)

accounts for the reduced intensity of the measured light reflected at the ground level by absorption and scattering out of the light path and

\[ R_{ss,j} = \frac{p(\theta)}{4\mu_o} \int_{\Delta \lambda} \int_{-\infty}^{+\infty} \left[ \int_0^\infty \beta_{sca}(z, \lambda) e^{-\tau(z)/\mu} dz \right] \times H(\lambda, \lambda'; \Sigma) d\lambda' d\lambda \]  

(15)

accounts for light undergoing single-scattering at each altitude \( z \). We now separate the various absorbers into constituents \( k \), for which the change in cross-section within the wavelength region \( \Delta \lambda \) is very small (for example the Rayleigh scattering cross section \( \sigma_R \) and constituents \( f \) with narrowband cross-sections within \( \Delta \lambda \). In the case of \( \Delta \lambda \ll \Sigma \) we may exchange the position of the sampling and the convolution integral and write equations (14) and (15) as

\[ R_{surf,j} = \Lambda \int_{\Delta \lambda} \int_{-\infty}^{+\infty} \left\{ e^{-\sum_{k=1}^{K} \int_0^\infty \sigma_R(z, \lambda) n_k(z) dz} + \int_{\Delta \lambda} e^{-\sum_{f=1}^{F} \sigma_f(z, \lambda) n_f(z) dz} \right\} \times H(\lambda, \lambda'; \Sigma) d\lambda' \]  

(16)

and

\[ R_{ss,j} = \frac{p(\theta)}{4\mu_o} \int_{\Delta \lambda} \int_{-\infty}^{+\infty} \left\{ \int_0^\infty \beta_{sca}(z, \lambda) e^{-\tau(z)/\mu} \right\} \times \left\{ \int_{\Delta \lambda} e^{-\sum_{f=1}^{F} \sigma_f(z, \lambda) n_f(z) dz} \right\} \times H(\lambda, \lambda'; \Sigma) d\lambda' \]  

(17)
Here $\sigma_k$ is the arithmetic mean cross-section of the $k$th absorber with a low-frequency spectral-structure within $\Delta \lambda$. The problem remains to formulate the innermost integral, i.e. the sampling term over the high frequency components, in a way that is still suitable for a relatively fast forward modeling and fitting.

3. Optical Absorption Coefficient Spectroscopy

[17] Recently a new opacity-sampling technique was proposed [Maurellis, 1998] which rapidly evaluates the wavelength-averaged Lambert-Beer’s Law transmittance due to any general line or continuum absorption spectrum in a non-grey atmosphere. It utilizes numerical realizations of pressure- and temperature-dependent absorption cross sections in order to compute the non-normalized discretized pdf thus carries the information of the detailed spectral absorption- and temperature-dependence of pressure- and temperature-dependent absorption cross sections. The problem remains to formulate the innermost integral, i.e. the sampling term over the high frequency components, in a way that is still suitable for a relatively fast forward modeling and fitting.

The wavelength grid size, $\delta \lambda$, is the crucial parameter in the trade-off between computational speed and the accuracy of the representation in equation (18). We choose $\delta \lambda = 2 \times 10^{-3} \Delta \lambda$ in this work. Next, the integral over path $S$ may be altitude-discretized by writing it as a summation over a series of atmospheric layers $\ell$ with column densities $N_i$ (see Figure 1), viz.

\[
\int_{\Delta \lambda} \exp \left( - \int_{-\infty}^{z} \sigma(\lambda, z') n(z') dz' \right) d\lambda \approx \sum_{\ell} \tilde{\eta}_j \exp \left( - \xi_i \sum_{i=1}^{L} N_i \right) \frac{\delta \lambda}{\Delta \lambda_j},
\]

where

\[
\tilde{\eta}_j = \frac{\int_{-\infty}^{\infty} \sigma(\lambda, z') n(z') dz'}{\int_{-\infty}^{\infty} n(z') dz'}
\]

Figure 1. Each atmospheric layer $\ell$ is defined such that the values for pressure $p_i$ and temperature $T_i$ at altitude $z_i$ of a given profile are the mean values of each layer $\ell$. In this way $\alpha_i^{(j)}(p_i, T_i)$ represents the mean coefficient values for each layer $\ell$ interpolated in pressure and temperature from the $\alpha_i(p, T)$-table, where $p$ and $T$ are taken from a fixed grid of pressures and temperatures used for the construction of the table.

[18] It has been shown [Maurellis, 1998] that the Beer’s law component of a one-species form of equation (14) may be expressed without the convolution in the integral as

\[
\int_{\Delta \lambda} \exp \left( - \int_{-\infty}^{z} \sigma(\lambda, z') n(z') dz' \right) d\lambda \approx \sum_{\ell} \eta_j \exp \left[ - \xi_i \sum_{i=1}^{L} N_i \right] \frac{\delta \lambda}{\Delta \lambda_j},
\]

where

\[
\eta_j = \frac{\int_{-\infty}^{\infty} \sigma(\lambda, z') n(z') dz'}{\int_{-\infty}^{\infty} n(z') dz'}
\]

The wavelength grid size, $\delta \lambda$, is the crucial parameter in the trade-off between computational speed and the accuracy of the representation in equation (18). We choose $\delta \lambda = 2 \times 10^{-3} \Delta \lambda$ in this work. Next, the integral over path $S$ may be altitude-discretized by writing it as a summation over a series of atmospheric layers $\ell$ with column densities $N_i$ (see Figure 1), viz.

\[
\int_{\Delta v} \exp \left( - \int_{-\infty}^{z} \sigma(\lambda, z') n(z') dz' \right) \frac{d\lambda}{\Delta \lambda_j} \approx \sum_{\ell} \tilde{\eta}_j \exp \left( - \xi_i \sum_{i=1}^{L} N_i \right) \frac{\delta \lambda}{\Delta \lambda_j},
\]

where

\[
\tilde{\eta}_j = \frac{\sum_{\ell} \alpha_i^{(j)}(p_i, T_i)}{\sum_{i=1}^{L} N_i},
\]

and $\alpha_i^{(j)} = \alpha_i(T_i(z_i), p_i(z_i))$. In this formulation $N_i$ contains an implicit multiplicative factor which accounts for the greater air mass traversed by non-zero solar zenith angle photons. In all calculations we assume that this air mass correction factor is determined simply by spherical geometry.

[19] The use of equation (19) to replace the spectral sampling integral we call an Opacity Coefficient Method (OCM). The coefficients $\alpha_i^{(j)}$ represent the probability density function for cross-section averaged out over each atmospheric level $\ell$. In practice they are determined from spectral realizations (see section 5) for each detector pixel $j$ which have been pre-calculated for a range of temperatures and pressures. These pre-calculations are used to compile an $\alpha_i(p, T)$ table for every combination of $i$ and $j$. Independently acquired temperature and pressure profiles (in terms of an altitude grid $[z_0, z_1]$), see Figure 1) corresponding to a specific reflectivity measurement are then used to interpolate between entries in the $\alpha_i(p, T)$ tables in order to obtain $\alpha_{ij}$ appropriate to each atmospheric altitude level.

[20] Substituting equation (19) back into equation (16) and (17) yields

\[
\begin{align*}
\bar{R}_{\text{surf},j} & = \Lambda \int_{-\infty}^{+\infty} \left\{ e^{\sum_{i=1}^{N} \alpha_i^{(j)}(p_i, T_i) N_i} \right\}^z dz \\
& \times \sum_{i} \sum_{j} \int_{-\infty}^{\infty} \beta_{\text{scs}}(z, \lambda') \frac{d\lambda}{\Delta \lambda_j} \times \mathcal{H}(\lambda, \lambda', \Sigma) d\lambda
\end{align*}
\]
which is the basic form used in this work for verification against forward modeling of the equations (14) and (15). We further include an additional first order polynomial term to account for the broadband contribution of aerosol scattering and multiply scattered photons, both for forward model verification against results from other radiative transfer models as well as in the retrieval algorithm (see section 7). The impact of the differential spectral contribution of this additional term is discussed in section 8.

4. GOME Measurements

4.1. Operation

[21] The GOME instrument is a four-channel grating spectrometer covering a wavelength range between 240 to 790 nm. The spectra are recorded simultaneously for each wavelength. The instantaneous nadir field of view (IFOV) is 2.9° × 0.14° (along × across the track) and earth radiances are integrated for 1.5 seconds by scanning from east to west which corresponds to an earth footprint of about 40 × 320 km² (Figure 2). In the current study only nadir radiances are used so that the near angle between the satellite IFOV and the earth is zero. However, we could easily account for other angles between the satellites line-of-sight and the earth. GOME solar irradiance measurements are performed once a day. The detector pixel-to-pixel variability is smaller than 2% and is monitored by LED’s illuminating the detector arrays. The correction for the pixel-to-pixel variability, the straylight and leakage fraction, and the noise produced by the cross-talk from the Peltier coolers is part of the level 0 to 1 data processing [Deutsches Zentrum für Luft- und Raumfahrt (DLR), 1996, 1999]. The solar irradiance and the earth irradiance measurements are also corrected for the polarization sensitivity of the instrument. After applying these corrections the GOME level 1 data product provides a calibrated earth irradiance spectrum \( \pi F \) in photons/(cm² · nm · sec · sr) and a calibrated sun irradiance spectrum \( \pi F_s \) in photons/(cm² · nm · sec). Table 2 summarizes some of the most important instrument characteristics of the GOME instrument.

4.2. Spectral Resolution and Undersampling

[22] In a retrieval or in a study of forward modeled reflectivity using high resolution reference cross sections, a instrumental response function with a σ-width \( \Sigma \) has to be applied to the modeled reflectivity (equation (13)). This function takes into account the photon energy redistribution due to the slit. In the case of the GOME instrument it may be represented by convolving the radiatively transported absorption spectra with a Gaussian function which has a full-width-half-maximum (FWHM) of 0.27 nm. The detector pixel coverage is about 0.2 nm within channel 3, i.e. the convolved absorption spectrum is wavelength averaged over a wavelength region of 0.2 nm covered by each detector pixel. This means that in the case of GOME the spectral resolution \( \Sigma \) is close to the spectral sampling by the detector pixels \( \Delta \) and so the requirement that \( \Delta \) be much less than \( \Sigma \) as was assumed for equations (16) and (17), is not satisfied, i.e the instrument undersamples all absorption features with effective widths close to or smaller than the FWHM of the slit function.

4.3. Spectral Calibration and Rebinning

[23] The in-flight spectral wavelength calibration of the radiance and the irradiance is done using an on-board Pt/Cr/Ne hollow cathode gas-discharge lamp. Temperature changes over the orbit are taken into account in the spectral calibration. The error on the calibration is known to be on the order of 0.004 nm [Caspar and Chance, 1997]. We note that the interpolation of radiances measured by an instrument with a low sampling rate onto a different grid may introduce significant errors [Roscoe et al., 1996]. Moreover different wavelength calibrations are used for the sun irradiance measurement and the earth irradiance. Thus, in this study, both spectra are rebinned instead of interpolated on a standard wavelength grid defined for an OACS retrieval. The rebinning procedure is carried out as follows. For each measurement, the GOME-reported radiance and irradiance wavelengths are assumed to define the central wavelengths of two different sets of bins. After adjustment for Doppler shift (see following paragraph), a fraction of the intensity within each bin is redistributed to the nearest bin of the predefined standard grid according to their fractional overlap in wavelength. In this way, the intensity of a high resolution reference absorption spectra integrated over one bin of the standard grid with \( \delta \lambda \ll \Delta \lambda \) can be correlated with the rebinned GOME detector pixel averaged intensity on the

Table 2. GOME Instrument Performance (585–600 nm)

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of used detector pixels</td>
<td>69</td>
</tr>
<tr>
<td>FWHM slit function (ch3)</td>
<td>0.27 nm</td>
</tr>
<tr>
<td>Detector pixel width ( \Delta \lambda ) (ch3)</td>
<td>0.2 nm</td>
</tr>
<tr>
<td>Instantaneous Field Of View</td>
<td>2.9° × 0.14°</td>
</tr>
<tr>
<td>Ground pixel size (Figure 2)</td>
<td>40 × 320 km²</td>
</tr>
<tr>
<td>Pixel-to-pixel variability</td>
<td>&lt;2%</td>
</tr>
<tr>
<td>Random noise value</td>
<td>0.1%</td>
</tr>
<tr>
<td>Accuracy of absolute radiances</td>
<td>1%</td>
</tr>
</tbody>
</table>

\(^{a}\) Channel 3.
same grid without introducing errors in the integrated reflectivity per detector pixel bin. Thus, rather then adjusting the alpha coefficients for a shift of the wavelength grid due to different calibrations we adjust the measured GOME spectra to the standard grid used by OACS. The alpha coefficients can therefore be taken from a look-up table interpolated only over pressure and temperature (and not over wavelength).

[24] We correct the Doppler-shifted irradiance calibration with a knowledge of the relative velocity of the spacecraft to the sun provided for each sun irradiance measurement. The relative velocity is about 6 km/sec which results in a wavelength shift of about 0.01 nm (about 5% with respect to a pixel). Hereafter, reflectivity always refers to a Doppler shift-corrected measurement.

5. Molecular Absorption Spectra and Atmospheric Profiles

5.1. Water Vapor Absorption Spectra and Atmospheric Profiles

[25] We use the HITRAN’96 database to calculate a number of realizations of a water vapor absorption spectrum covering the entire altitude range for which we have pressure and temperature profiles available, for each given geolocation. The main spectral parameters provided by the HITRAN’96 database are the integrated cross-section values (line strength) \( S_0 \) in cm\(^{-1}\)(molec \cdot cm\(^{-2}\)) and the pressure-dependent air-broadened line half-width \( \gamma_{\text{air}} \) in cm\(^{-1}\)/atm. For a detailed description of the calculation of the temperature correction of the integrated line intensity the reader is referred to Rothman et al. [1998].

[26] The pressure-broadened line half-width-half-maximum HWHM \( \gamma(p, T) \) for a gas at pressure \( p_{\text{air}} \) [atm] and temperature \( T \) [K] is calculated by

\[
\gamma(p, T) = \left( \frac{T}{T_{\text{ref}}} \right)^n \left( \gamma_{\text{air}}(p_{\text{ref}}, T_{\text{ref}})p_{\text{air}} \right),
\]  

where \( \gamma_{\text{air}} \) is the line-broadening contribution due to collisions with all other molecules, mainly nitrogen and oxygen, and \( n \) is the coefficient for the temperature dependence of the total line half-width [Rothman et al., 1998].

[27] The largest expected volume mixing ratio of water vapor is of the order of \( 10^{-2} \). Therefore the self-broadening contribution is neglected in the calculation of the full-line half-width [cf. Liou, 1980]. Using a Doppler half-width, in cm\(^{-1}\), given by \( \Delta \nu_D = \nu/\sqrt{2kT/M} \), we calculate the wavenumber dependent cross-section in cm\(^2\)/molec using a Voigt line shape via

\[
\sigma(\nu, \nu_0, p, T) = \gamma(\nu, \nu_0, p, T),
\]

where \( \gamma \) is the normalized Voigt function in units of centimeters. The Voigt profile is numerically calculated using the algorithm by Armstrong [1967].

[28] Figure 3 shows an example of the change of the cross section due to the change in pressure and temperature over the dominant water vapor absorption altitude region from 0 to 16 km for one selected water vapor absorption line at 16804.04 cm\(^{-1}\).

[29] The 590 nm water band is a ro-vibrational overtone band which is part of the 5\(\nu_2\)-polyad (see Table 3). The band spans weak absorptions from about 565–605 nm. Due to an intensity mismatch of the GOME instrument resulting from spectral aliasing (P. Stammes, technical memo, 2000) between channel 3 and 4 we do not make any use of absorption lines above 600 nm. The lines below 585 nm are considered to be too weak and modeling of the background is complicated by a strong (\(\text{O}_2\))\(_2\) absorption feature (see section 5.2 and Figure 5). The average lifetime of the exited ro-vibrational states is long enough for a collisional redistribution of the absorbed energy in the troposphere. Therefore the water vapor line shape is dominated by pressure broadening (Lorentz line shape) which introduces a significant change in the total transmitted light especially due to changes in the wings of the lines, where the cross-section may change over an order of magnitude over the first 16 km. Decreasing pressure and temperature gives rise to a significant decrease in the absorption. This effect may be different for two lines with overlapping wings, as is often the case for a typical water vapor spectrum.

[30] Following recent measurements of the cross-section of water vapor in the visible and near infrared evidence is growing for systematic deviations in the line-strength values from those given by the HITRAN’96 database [Carleer et al., 1999; Belmiloud et al., 2000; Learner et al., 2000; Giver et al., 1999]. We will discuss systematic

<table>
<thead>
<tr>
<th>Table 3. Spectroscopic Values Relevant to the Water Vapor Band Under Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>WV-band (5(\nu_2)-polyad) wavelength range</td>
</tr>
<tr>
<td>Other atmospheric constituents within above range</td>
</tr>
<tr>
<td>Number of WV-lines (HITRAN’96)</td>
</tr>
<tr>
<td>HWHM WV-line ( \gamma )</td>
</tr>
<tr>
<td>Grid size of reference spectra ( \delta \chi )</td>
</tr>
</tbody>
</table>

\(^a\) Average value within the WV-band at 1 atm.
patterns in the residuals between the results of our fits and the measured GOME spectra which we relate predominantly to errors in the values of the line parameters. A sense of the magnitude of the differences between such line-strength values coming from the database and the ones “measured” by the satellite instrument may be estimated for a specific radiative transport scenario. This estimate is based on residuals between forward models utilizing the HITRAN'96 line parameters and GOME measurements. The results are used to correct for differential fit mismatches (see section 10).

5.2. Other Sources of Extinction

[31] In this section other sources of extinction are discussed, which modify the reflectivity between 585 and 600 nm. These sources are Rayleigh scattering and scattering from aerosol loading as well as additional extinction by (O2)2, O3, NO2, sodium and the contribution of Fraunhofer line absorption. The fraction of photons generated by thermal emission is generally well below 1% and can therefore be neglected [Buchwitz et al., 2000]. The Earth’s surface is treated as a wavelength-independent Lambertian reflector with albedo \( \Lambda \) diffusely reflecting a fraction of the light. Column density and cross-sections for the additional absorbers come from various independent sources and are used to model the total background correctly (Figure 4). This is necessary because modeling of the background using, for example, higher order polynomials may treat part of the low resolution water vapor spectrum as background and result in a lower retrieved WVC.

5.2.1. Rayleigh and Mie Scattering

[32] In order to calculate the total optical density, including the contribution of light scattered out of the light path (equation (14)) as well as the probability of scattering into the light path at each altitude \( z \) (equation (15)), we assume that Rayleigh scattering is the dominant scattering process. The Rayleigh scattering cross-section (equation (10)) in air is given by

\[
\sigma_R \times 10^{24} = \frac{3.9993 \times 10^{-4} \nu^4}{1 - 1.069 \times 10^{-2} \nu^2 - 6.681 \times 10^{-5} \nu^4}, \tag{24}
\]

where \( \nu = 1/\lambda \) [\( \mu \text{m}^{-1} \)] and \( \sigma_R \times 10^{24} \) is given in units of \( \text{cm}^2 \), using the formulation of Chance and Spurr [1997]. The cross-sections are reproduced to better than 1% compared to the Rayleigh scattering cross sections tabulated by Bates [1984]. No attempt is made in this study to estimate the amount of scattering by large particles by means of Mie scattering. In this study we treat the contribution of Mie scattering (for example in clouds and from aerosols) to the total absorption as one of the major sources of error. We quantify the error from the influence of aerosol loading using a doubling-adding model which solves the equation of radiative transfer including all orders of scattering for both molecules and aerosols. The results are discussed in section 8.

5.2.2. Fraunhofer Line Absorption

[33] We estimated the effect of assuming a unstructured solar irradiance \( F_0 \) using a high resolution sun spectrum from Kitt Peak (\( \Delta \nu = 0.02 \text{ cm}^{-1} \)) [Wallace et al., 1998] in the following way. We calculate the reflectivity including a sun spectra in equation (13) by

\[
R_j = \frac{\pi}{\nu_0} \int_{\Delta \lambda} \int_{-\infty}^{+\infty} I(F_0) H(\lambda, \lambda'; \Sigma) d\Sigma \frac{d\lambda}{d\lambda}, \tag{25}
\]

and compare it with the results of equations (14) and (15), where \( F_0 \) in equation (25) is assumed to be constant and consequently divides out.

[34] The differences in reflectivity between including and excluding \( F_0 \) have a maximum of 1% around the area of the sodium lines and less than 0.3% over the remaining wavelength range using the Kitt-Peak sun-spectrum together with a high WVC of \( 1.44 \times 10^{23} \text{ molec/cm}^2 \). The assumption made for equations (14) and (15) therefore introduces a small, nevertheless not negligible, error in the area of the sodium absorptions (see also section 11.4).

5.2.3. Ring Effect

[35] The filling-in of Fraunhofer lines and atmospheric absorption structures due to inelastic rotational Raman scattering (Ring-effect) [Grainger and Ring, 1962; Chance and Spurr, 1997; Vountas et al., 1998] usually needs to be considered in large parts of the GOME wavelength range, particularly in the ultraviolet. As mentioned in the previous section the region close to the sodium absorption may contribute somewhat to this effect. However, even though the wavelength region between 575 and 585 nm of GOME sun irradiance spectra exhibits similar or stronger Fraunhofer line structure than the region of the water vapor absorption, GOME reflectivity spectra (equation (13)) show only very weak structures within the former region. These structures can be related predominantly to the Ring effect because of the absence of other strong line

![Figure 4. Construction of the background in the wavelength region between 585 and 600 nm. O2 and sodium densities are taken from two empirical atmospheric models [Hedin, 1991; Plane et al., 1998]. The O3-density is taken from GOME GDP level 2 data. Cross sections are taken from various sources described in the paper. The SZA is 23°.](image)
absorbers between 575 and 585 nm. It is therefore expected that also the Ring structures in the water absorption wavelength region is relatively small. In addition, accurate modeling of the Ring effect including polarization, which is needed for a polarization sensitive instrument such as GOME [Aben et al., 2001], is very complicated and far beyond the scope of this paper. We therefore neglect the Ring effect for this study and discuss it as a possible source of error.

5.2.4. Sodium

[36] In this work we model the contribution of the sodium background in the earth atmosphere at 588.9 and 589.5 nm to the total background absorption by calculating column concentrations for the non-spurious atmospheric sodium layer at 90 km from a model by Plane et al. [1998]. Its contribution to the total sodium absorption with respect to the sodium Fraunhofer lines is very weak. A typical mean sodium column in the earth atmosphere is about 6.9 × 10^9 molec/cm^2. Nevertheless, it was found that modeling the sodium earth background absorption reduces the fit residual and improves convergence time. Thus, it is used in both forward modeling and the retrieval.

5.2.5. (O2)_2 Collision Complex

[37] The atmospheric absorption feature of the (O2)_2-collision complex within the region of 560 and 600 nm was investigated by Perner and Platt [1980]. Subsequently, Pfleisticker et al. [1997] presented atmospheric measurements of (O2)_2 in the wavelength range from about 450 to 650 nm and Solomon et al. [1998] modeled and calculated the contribution of (O2)_2 to the total absorption in this region. Cross-sections of (O2)_2 have been measured by, for example, Greenblatt et al. [1990] and Newnham and Ballard [1998]. The cross-sections we use in this work are measured by means of Cavity Ring Down Spectroscopy by Naus and Ubachs [1999] for pressures between 0 and 1 atmospheres at room temperature. The results of both Greenblatt et al. and Naus and Ubachs indicate that we may safely assume negligible temperature dependence for the cross-section. The optical density is calculated for each ground pixel using an O2-density column from the Neutral Atmosphere Empirical Model MSISE90 [Hedin, 1991] for a given date, time, altitude-range and geolocation. Due to small variations in the O2-density the difference in densities in the slant path of the light with respect to the used vertical column densities from the Hedin model is small and may affect the results only for very high SZA. There is a significant absorption due to (O2)_2 visible in the GOME spectra on the blue side of our wavelength window for high SZA. Figure 5 shows such an absorption peak in the GOME spectra for the region between 560 and 600 nm at 62° latitude and for a SZA of 73°. For comparison we show a forward calculation based on equations (14) and (15) including absorptions from (O2)_2, O3, sodium and water vapor. The modeled spectrum is adjusted to the GOME measurement by fitting a first order polynomial to account for the unknown surface albedo \( \Lambda \) together with a first-order polynomial to account for the broadband contribution of aerosol loading and multiple scattering (equations (30) and (28)). Apart from the water window described in this study another water absorption at the blue side of the spectrum between 565 and 580 nm superimposed on the (O2)_2 absorption peak is clearly visible. The latter is reproduced well in the region between 565 and 585 nm, whereas the absorption features superimposed on the peak between 575 and 580 nm are poorly reproduced. This could be related to problems in the water vapor cross-section database.

5.2.6. NO2

[38] Within our wavelength region of interest, NO2 has an optical density of a maximum of 1 × 10^{-3} [Richter and Burrows, 2000] which is two to three orders of magnitude smaller than water vapor and about two orders smaller than the optical density of ozone. For the purpose of this paper and within the wavelength region used we neglect the contribution of NO2 which is below the sensitivity limit of our method. Nevertheless small contributions of NO2 absorption for high NO2 content, for example in case of biomass burning, may contribute additional structure to our residuals.

5.2.7. Ozone

[39] For the cross-section of the ozone Chappuis absorption band we use high-resolution reference spectra at atmospheric temperatures of 202, 221, 241, 273 and 293 K and pressures at 100 and 1000 mbar recorded using Fourier-Transform spectroscopy in the UV-visible-NIR spectral regions (240–850 nm) by Voigt et al. [2001]. The ozone slant column density (SCD) for a specific geolocation and SZA is taken from the GOME Data Processor (GDP) [Balzer and Loyola, 1996; DLR, 1999] level 2 data product [Burrows et al., 1999]. Its accuracy is known to be on the order of 5% for SZA less than 70°. The optical density is calculated by integrating over the altitudes corresponding to the five cross section temperatures.
listed above assuming the local pressure and temperature profile.

5.3. Pressure and Temperature Profiles

[40] The pressure and temperature profiles used in the retrieval are taken from ECMWF (compare section 5.1). The ECMWF data assimilation model [Vesperini, 1998] provides us with 31, 50 or 60 altitude levels in pressure and temperature, according as the date is before March 1999, after March 1999 and after October 1999 respectively. Data is provided for the entire globe at 0h, 6h, 12h, and 18h UTC with a ground pixel resolution of $1^\circ$ in latitude and longitude. The data is interpolated onto a 0.5° grid that matches the resolution of SSM/I data and improves the overlap between ECMWF ground pixels and GOME ground pixel. GOME level 1 geolocation data consists of 5 data-tuples in latitude and longitude: 4 components for the edges and one for the center of a ground pixel. They span an area of roughly $0.4^\circ \times 2.5^\circ$ in latitude and longitude (depending on the geolocation, see Figure 2). For each data-tuple the nearest ECMWF value is sorted out and a mean pressure and temperature is calculated for each altitude layer $\ell$. In this study we use up to 31 pressure and temperature levels which cover an altitude range between 0 and 23 km. The atmospheric layers $\ell$ are defined as described in section 2. For each ground pixel a set of $\delta \lambda^{(i)}$ per detector pixel $j$ for a given altitude layer $\ell$ is calculated by interpolating alpha tables to the mean pressure and temperature (compare equation (30) and Figure 1) to be used in an OACS fast forward model or in an OACS fit to be described next.

6. Intrinsic OACS Accuracy

[41] The intrinsic accuracy of the OACS method is limited by two method-related sources of error: (1) the discretization error due to the Opacity Coefficient Method (OCM) caused by replacing the integrals in equations (16) and (17) (equations (20) and (21)); (2) exchange of the convolution with the sampling integral. This error is related to the fact that GOME detectors undersample the instrumental function of the instrument by $\Delta \lambda \neq \Sigma$ (section 4.2). As mentioned in section 2 the first error may be reduced arbitrarily by decreasing $\delta \lambda$ and thus increasing the number of realization points per absorption line of the high resolution reference spectrum. The second error, related to the basic transport equations (equations (14) and (15)), is introduced by performing the sampling of the high resolution reflectivity spectrum before the convolution (convolution problem), as is done for both equations (16), (17) and for the basic OACS equation (equations (20) and (21)). However, performing the sampling before the convolution makes the fitting much more efficient, because the convolution has to be performed only over 69 measurement points during each iteration step and not over the high-resolution absorption spectrum.

[42] In order to quantify the intrinsic method-related error we will compare the reflectivity calculated using the OACS method (equations (20) and (21)) with a lbl calculation based on equations (14) and (15). The density subcolumn profiles of water vapor per atmospheric level

![Figure 6](image-url). Comparison of modeled spectra for specific measurement scenes. The reflectivity plot shows a forward modeled lbl calculation using equations (14) and (15) (solid line) and a forward modeled reflectivity using the OACS method (equations (20) and (21); dashed line). The residual plot shows the relative method-related intrinsic error in reflectivity ([lbl-OACS]/lbl; used throughout the paper). Upper two panels: A high WVC of $1.3 \times 10^{23}$ molec/cm$^2$ measurement over the Pacific at $23^\circ$ latitude and 250° longitude for a SZA of 23.5°. Lower two panels: A low WVC of $8.19 \times 10^{21}$ molec/cm$^2$ for a measurement over land at 62° latitude and 262.5° longitude for a SZA of 73°.
appears to be better than 0.4% for high and better than 0.2% for low WVC. We conclude that the residual is dominated by error source number (2) above, namely the convolution problem.

### 7. Forward Model

[45] We use equations (20) and (21) to construct a basic fast forward model reflectivity spectrum which includes single-scattering via

$$R_j = \hat{R}(N_i, \lambda_j; \tilde{\mu}_e)_{\text{surf},j} + \hat{R}(N_i; \tilde{\mu}_e)_{\text{ss},j},$$

(26)

where $j$ is the $j$th detector pixel within the window of interest. The altitude-dependent path length factor $\tilde{\mu}_e$ is calculated using a Chapman function [Banks and Kockarts, 1973] which takes the curvature of the atmosphere into account. We adjust the forward modeled spectrum to the GOME measurement in the region between 585 and 600 nm by fitting a first-order polynomial for the unknown surface albedo $\lambda_j$, assuming

$$\lambda_j = A\lambda_j + B,$$

(27)

where $A$ and $B$ are free fit parameters. Since the differential contribution of multiple scattering and aerosol extinction appears to be lower than 2% in cases of cloud-free ground pixels (see section 8) within our spectral region of interest we include an additional first-order polynomial,

$$R_{\text{ms},j} = C\lambda_j + D,$$

(28)

where $C$ and $D$ are additional free fit parameters in order to account for the broadband contribution of higher orders of scattering.

[44] Thus, in its entirety, the forward model consists of three terms, viz.

$$R_j = \hat{R}(N_i, \lambda_j; \tilde{\mu}_e)_{\text{surf},j} + \hat{R}(N_i; \tilde{\mu}_e)_{\text{ss},j} + R_{\text{ms},j},$$

(29)

Figure 7 shows a comparison between a solution of the full scalar radiative transfer equation using an independent method and the OACS forward model described above (equation (29)). For the full solution of the radiative transfer equation including the multiple scattering source term we use a doubling-adding model (DAM) [de Haan et al., 1987] (see also following section 8). The coefficients $A$ to $D$ used in equations (27) and (28) are retrieved by a fit to the solution of the DAM-model after the calculation of equations (20) and (21) is performed. We used a WV-subcolumn profile taken from the ECMWF assimilation model with a total WVC of $1.34 \times 10^{23}$ molec/cm$^2$ under a SZA of 40°. For the DAM-model a maritime situation with a low surface albedo of 0.03 without aerosol loading is used. The comparison between the fast forward modeling using OACS and the full radiative transfer solution given by the DAM reveals a relative difference of less than 2% (Figure 7, lower panel) which is comparable to the intrinsic method-related accuracy of the method (see previous section). Note how there appears to be some degree of freedom left in the absolute quantities and spectral dependence of the usually unknown surface albedo as well as the broadband multiple-scattering contribution. This is due to the fitting of the OACS forward model to the reference model spectrum (which is, in this case, the result of the DAM but will be, in the remainder of the paper, a small set of GOME measurements). Nevertheless, the surface albedo of 3%, as used in the DAM, is derived for the above case study to better than 35% at 592 nm (see Table 4). In future studies, this could be improved by replacing the first-order polynomial $R_{\text{ms}}$ in equation (29) by an OACS-modi-
fied term which accounts for the differential contribution of higher-order scattering. In addition the surface albedo could also be retrieved from a fit to the spectrum in a spectral region beyond the water vapor absorption which may improve the robustness of the fit (see also section 11.5).

A detailed description of the influence of different aerosol loading and the relative contribution of singly and multiply scattered photons on the reflectivity will be presented in the next section in which we also discuss the impact of aerosols and multiple scattering on the relative residuals between OACS and DAM.

Figure 8 shows the results of a fast forward modeling of GOME spectra using equation (29) for a high and a low WVC. A total of 30 atmospheric layers $t$ is used to cover altitudes up to about 23 km, with temperature, pressure and water vapor subcolumn profiles taken from spatially and temporally collocated ECMWF data. The absorption due to other absorbers as well as the Rayleigh single scattering contribution are included as described in the previous section. Again, both residuals are on the order of the intrinsic method-related error for high and low WVC as shown in Figure 6. One exception is the wavelength region between 589 and 590 nm where the residual increases somewhat in case of low water vapor content.

8. Narrowband Contribution of Aerosol Loading and Multiple Scattering

In the formulation of the basic transport equation (equation (9)) we neglect the contribution of multiply scattered photons to the total reflectivity. For the fast forward modeling as well as for the retrieval in the next sections we use a first order polynomial to account for the broadband multiple-scattering contribution (equation (28)). By this we neglect the narrowband (differential) contribution of water vapor to the total reflectivity caused by multiply scattered photons.

To account for the full effect of multiple scattering, we solve the full scalar radiative transfer equation including the multiple scattering source term by employing the DAM, which, for our purposes, has been reduced to the scalar representation of the radiation field. The reflectance $R(\lambda)$ is calculated in a line-by-line mode of a spectral resolution of 0.01 cm$^{-1}$. For the assessment of the effect of multiply scattered light on the measurement, we investigate four atmospheric scenarios: two with maritime and rural boundary layer aerosol loading and two clear-sky scenarios (i.e. without aerosols). All scenarios include the effects of Rayleigh scattering, ozone absorption and (maritime or rural) Lambertian ground-level reflection. In the case of the maritime scene we use a surface albedo of 3% whereas for the rural scene a surface albedo of 10% is used. For maritime aerosol loading a constant particle density of 4 000 particles per cm$^3$ is assumed. For the middle and upper troposphere, we assume a tropospheric background aerosol, for which the particle density decreases with the third power in pressure. The optical properties of the aerosols are taken from Shettle and Fenn [1979]. The total aerosol optical depth is 0.26 at $\lambda = 590$ nm. In the rural case we have chosen a constant but much higher particle density of 15 000 particles per cm$^3$ below 1 km and the total aerosol optical depth is then 0.51 at $\lambda = 590$ nm.

Table 4 lists the relative contribution of ground-reflected, singly and multiply scattered photons as a percentage of the total reflectivity using the DAM-model for four different aerosol loading cases as described above. Without aerosols the maximum contribution of multiply scattered photons is below 10% in the wavelength range between 585 and 600 nm. Single scattering is the dominant source of reflectivity (50% effect) in the maritime aerosol scenario because of low surface albedo and the ground-reflected component is comparable to that due to multiple scattering. This may be contrasted with the rural aerosol scenario in which multiple scattering is the dominant source of scattered light (50%) due to the high aerosol optical density. Aerosols reduce the ground-reflected component by up to 20–50%.
9. Sensitivity Analysis of the Retrieval Method

9.1. Retrieval Method

We fit equation (29) to GOME reflectivity spectra along with optical densities of O₃, (O₂)₂, and sodium as well as the Rayleigh scattering contribution as described in section 5. The numerical method used is a robust, non-linear, large-scale trust-region method [Byrd et al., 1988] which solves the optimization problem

$$\min_{\bar{N}_i, \bar{N}_o, R_{rms}} \sum_j \left[ R_j - \left( \bar{R}(N_i, \bar{N}_o; \bar{\nu}_i)_{surf,j} + \bar{R}(N_i; \bar{\nu}_o)_{ss,j} + R_{rms,j} \right) \right]^2.$$  (30)

The fit parameters are the vertical water vapor column densities $N_i$ of $\ell$ atmospheric layers and the surface albedo and multiple scattering parameters (see section 7). All 69 measurement points $j$ within our region of interest are fitted simultaneously together with the four parameters $A$ to $D$.

For each OACS fit we start with a flat water vapor sub-column profile $N_{ls,0} = 10^{16}$, where the $N_i$ are given in units of the water vapor vertical column density per atmospheric layer (compare equation (19)). Each fit is constrained by an upper limit $N_{ls,max}$ in the form of a step function with high values over the first atmospheric layers and lower values for the higher levels. The lower profile constraint is set to $N_{ls,lower} = 0$. The constraints prevent the fit from giving too much weight to the higher altitude levels which otherwise would increase the relative contribution of the single scattered photons and, in so doing, decrease the total mean free path length. The latter would lead to a reduced total WVC. The effect of introducing this constraint is to reproduce the relative single-scattering contribution to the total reflectivity to better than 1% when compared to the results given by the lbl forward model.

9.2. Precision and Accuracy of the Fitting Method

We henceforth adopt the term precision to describe measurement-related random errors and the term accuracy to describe the absolute difference between the true and the retrieved value due to systematic errors. These differences are caused by the response of the result due to the intrinsic method-related error as well as the robustness of the result to errors in the main input quantities: the accuracy of the measurement and the altitudes profiles of atmospheric temperature and pressure. The random noise of a typical satellite measurement is dependent on photon shot noise, detector shot noise and digitization effects and is quantified to be about 0.1% of the absolute radiance in the case of GOME [DLR, 1999]. The GOME instrument is also sensitive to the polarization of the light which is measured for each channel. In what follows we adopt a total system error for GOME measurements of about 1%. This is derived from a full error calculation including random noise errors, the error of the fractional polarization values, the polarization correction factor and the error on the instrument response function known from pre-flight calibration studies. As mentioned in section 4.3 the error on the spectral calibration is known to be on the order of 0.001 nm within our wavelength region [Caspar and Chance, 1997]. For the temperature and pressure profiles taken from the ECMWF data assimilation model an uncertainty of 0.3% [Filiberti et al., 1998] in pressure and 0.1% in temperature [Francis and Schweiger, 2000] is assumed.

We estimate precisions and accuracies for the retrieval of WVCs using OACS (equation (30)) from the lbl forward modeled spectrum used before to estimate the intrinsic method-related error (section 6, Figure 6) as follows. One hundred simulated reflectivity spectra are produced by adding random noise errors normally distributed around one third of the reflectivity values, randomly chosen, where the $2\sigma$ range is given by their random noise values provided with the measurement. The noise values are taken from level 1 data for both solar irradiance and earth radiance. At the same time and for each modified spectrum the wavelength grid is...
shifted randomly within the calibration error range in order to simulate calibration errors. In a separate calculation we shift the temperature and pressure profiles used in the fit to their expected maximum and minimum values due to potential systematic errors in the ECMWF database. In the same simulations we similarly increase and decrease the reflectivity by 1% in order to explore the effects of the systematic uncertainties in the measured intensities. This permits a check of the precision (standard deviation for the mean retrieved WVC from artificial spectra with random noise added), the accuracy (mean retrieved WVC for the random noise modified spectra) and the robustness or total accuracy (response to shifted input profiles and known systematic errors in the measurements) of the method.

9.3. Sensitivity Study Results

Figure 10 shows two representative examples of OACS WVC fit results for two artificial modified spectra utilizing different altitude ranges for a fixed density sub-column profile with a relatively high WVC of $1.34 \times 10^{23}$ molec/cm$^2$ and a low WVC of $8.19 \times 10^{21}$ molec/cm$^2$ covering different altitude ranges as follows. Each value $x$ on the abscissa represents the utilization of $t = 1$ to $x$ atmospheric layers in the retrieval. Best results were achieved when using about 18 altitude levels (covering the range of 0 to 10 km). For the low WVC the fit fails to converge within the given limits when utilizing more than 24 levels.

For higher altitude ranges there is not sufficient information to restrict the fit. These findings are supported by the calculation of mean weighting functions

$$\frac{\partial R(t)}{\partial n(t)}$$

per atmospheric layer and per detector pixel $j$ (Figure 11), where $R$ is the OACS formulation of the reflectivity based on equation (29). Up to the 18th altitude level the weighting functions show similar changes in the reflectivity per altitude level with respect to changes in the water vapor density $n$ (Figure 1). Above about the 20th level small changes in the water vapor density induce large unsystematic changes in the reflectivity for different wavelengths. This results in additional local fit minima which makes the fit unstable and increases the uncertainties in the fit results (see retrieved WVC results in Figure 10 using more than 20 atmospheric layers). For the retrieval of WVCs presented in this paper we therefore utilize 18 atmospheric levels to achieve best results for the full range of very high and very low WVCs.

Figure 12 shows retrieved WVCs from 100 forward modeled, random noise-modified spectra. Two extreme cases are considered: a high WVC ($1.34 \times 10^{23}$ molec/cm$^2$) and a low WVC ($8.19 \times 10^{21}$ molec/cm$^2$). First, we performed 100 OACS fits to the modified spectra using exactly the same pressure and temperature profiles as used in the forward model. The precision of the method is given

Figure 11. Change in reflectivity due to change in water vapor density over altitude (weighting functions $\partial R/\partial n$) for the forward modeled reflectivity over altitude using OACS. The left panel shows the result for the high WVC and the middle panel for the low WVC used in Figure 10. Each plot consists of 69 weighting functions, one for each GOME detector pixel in the wavelength range between 585 and 600 nm. The dotted line denotes the maximum (18th) atmospheric level (right axes) used in the retrieval. For comparison the panel on the right shows the corresponding water vapor sub-column profile for the low (dashed line) and the high WVC (solid line). Above the 18th level small changes in the water vapor density introduce large changes in the reflectivity value.
by the 1σ-distribution of the resulting values around their mean value. In the case of high WVC the precision is 0.66% and for low WVC it is 3.4%. The difference between the mean value and the WVC value used as an input in the model provides the accuracy of the method which is 0.05% for high and 1.35% for low WVCs. In both cases OACS underestimates the WVC used in the lbl model. Second, 100 fits to the random noise modified spectra are performed with shifted input profiles and spectral intensities. All possible combinations in the shifted inputs (shifted to the lowest and highest expected values within their range of uncertainty) are taken into account. The maximum impact on the WVC for all the possible cases reveals a total accuracy of the method due to changes in the input profiles of at most 0.8 and 4% for high and low columns, respectively, which we interpret as the robustness of the method to systematic errors in the input quantities.

9.4. Impact of Multiple Scattering and Aerosol Loading on the Retrieved WVC

We performed OACS retrieval on all four spectra modeled by the DAM and described in detail in section 8. The results listed in Table 4 reveal a very small error for cases with no aerosol loading and surface albedo of 10% and an error of at most 18% for high aerosol loading with an optical depth of 0.51. We get an error of −7% in the case of a maritime situation without aerosol loading, where the contribution of multiple scattering is relatively weak (8%). This is because the retrieval of such a small surface albedo (+30% error) is difficult to achieve in conjunction with the fit parameters of a broadband multiple scattering contribution. An overestimated surface albedo leads to an overestimation of the ground reflected light contribution and therefore to an underestimation of the WVC. The maritime retrieval results in Table 4 show that the effect of multiple Rayleigh scattering and surface albedo retrieval (−7% error on the WVC) together with aerosol loading (+14% error) may often cancel out for intermediate aerosol loading. This cancellation may not occur for rural cases where significant aerosol loading and increased multiple scattering may lead to an overestimation of the WVC in all the cases. In general, an increased aerosol loading leads to an enhanced multiple scattering contribution and therefore to longer light-paths than expected by the model. The latter results consequently in an overestimation of the WVC.

In summary we conclude that the inclusion of an additional polynomial (equation (29)) seems to be an adequate approach to treat the broad-band multiple scattering and aerosol contribution to the reflectivity. We thus expect an error of at most 18% on the retrieved WVC due to differential contributions of multiple scattering and aerosol loading in extreme cases. The systematic errors due to the differential contribution especially in cases of high aerosol loading remains a subject for future study.

10. Retrieval From GOME Data

We performed OACS fits for a single GOME track on October 23, 1998, between −80° and 80° in latitude for a series of longitudes between 117° and 279° for 470 measurements. As mentioned earlier, a step function is used to constrain the fit by an upper limit for each value Nl (section 9.2). The shape of the step function is scaled with respect to an expected WVC such as can be taken from climatology. In our case we scale the upper profile constraint differently for geolocations with high (>1 × 10^23 molec/cm²), medium (between 1 × 10^23 molec/cm² and 1 × 10^22 molec/cm²) and low (<1 × 10^22 molec/cm²) expected WVC. The climatology is derived from ECMWF. The convergence tolerance limits are set to 1 × 10^{-11} molec/cm² for the WVC value and 1 × 10^{-11} for the optimization function values. The fit has converged when one of the tolerance limits is reached.

10.1. Differential Fit Mismatches

The upper panel of Figure 13 shows the mean value of 250 residuals of OACS fits for cloud-free ground pixels over the described GOME track. All these residuals display
similar spectral patterns which are related to the spectral pattern of the intrinsic method error residual shown in Figure 6. This high frequency pattern has a rate of 0.8 nm\(^{-1}\) which corresponds to a half-cycle of 4 detector pixels each of which covers a region of 0.2 nm. The second panel shows a moving average of the mean residual values over 8 detector pixels, i.e. over two cycles of the intrinsic error residual. The result is a clear averaging out of the high frequency structure. However in the region between 591 and 597 nm a lower frequency structure contained within the residuals does not vanish. We relate this low frequency differential fit mismatch predominantly to instrumental errors as well as systematic deviations in the line strength values given by the HITRAN’96 database used in this study. However, other systematic errors introduced by the measurement or the modeling of the background may also contribute to this effect (see end of next section and discussion in section 11.4).

[63] In November 1999 new measurements of the water vapor absorption lines lying both within the 590 nm band as well as in other bands were published [Giver et al., 1999] which showed relative differences in the integrated line intensities with respect to the values given by HITRAN’96 of up to 17%. However measurements of water vapor absorption bands other than the one used in this study [Learner et al., 2000] recently showed discrepancies ranging from about 100% for small lines to about 20% for strong lines for the main water vapor absorption bands in the region between 1110 and 685 nm. They also found systematic differences in various bands ranging from 6% to 33%. Even though measurements by Learner et al. in the wavelength range between 585 and 600 nm have not intensively been studied yet large differences in some of the water absorption bands between 1110 and 685 nm suggest the presence of potentially large uncertainties in the reference cross sections of the HITRAN’96 database used in this study. In addition, the measurements by Giver et al. correct the line intensities in many cases to lower values whereas in the measurements of Learner et al. predominantly higher values where found [Belmiloud et al., 2000]. Measurements of the water vapor absorption bands by Carleer et al. [1999] and results of Cavity Ring Down measurements performed by Naus et al. [2001] also show significant differences from HITRAN’96 in the absorption line strengths within the 590 nm band. This suggests that systematic database errors may contribute significantly to the observed differential fit mismatch.

10.2. Adjustment for Errors in Input Quantities

[64] In order to describe a mismatch in the \(j\)th pixel between the model and the measurement we define a parameter \(\phi\) as follows. Assume that \(R_{\text{mod}}(\phi_0)\) is the top-of-the-atmosphere reflectivity calculated by a lbl forward model using the values from a specific spectral database, i.e. \(R_{\text{mod}}(\phi_0)\) is the modeled reflectivity before applying any spectral database correction. The modeled reflectivity should properly include all physical effects such as background scattering or other absorptions as well as a convolution integral and pixel-binning to simulate the instrument sampling. It is further assumed that there exists a small correction to the parameter \(\phi\), which may be applied to the modeled reflectivity \(R_{\text{mod}}(\phi_0)\) in order to reproduce the measured satellite reflectivity \(R_{\text{sat}}\),

\[
\phi_0 \rightarrow \phi_0 + \Delta \phi = \phi
\]

(31)

\[
R_{\text{mod}}(\phi_0)_{\text{j}} \rightarrow R_{\text{mod}}(\phi)_{\text{j}} = R_{\text{sat}}_{\text{j}}.
\]

(32)

Without loss of generality it is possible to represent the general model reflectivity \(R_{\text{mod}}(\phi)\) as an exponent of a function \(f\) containing \(\phi\), so that

\[
R_{\text{sat}}(\phi)_{\text{j}} = e^{f(\phi)} \approx R_{\text{mod}}(\phi_0)_{\text{j}} \exp \left( \frac{df}{d\phi} \Delta \phi \right),
\]

(33)

Here \(f\) has been expanded in a Taylor series to first order assuming a linear response to errors in \(\phi\). Thus equation (33) allows direct estimation of \(\Delta \phi\) directly from measurements and models of those measurements, assuming that the models are correct. equation (33) is also used in the retrieval presented in this paper to correct for the systematic differential fit mismatches showed in Figure 13.

[65] It is possible to show empirically that \(\Delta \phi\) is a robust quantity with respect to the geometry of the measurement (i.e. it is independent of the geolocation) when \(\partial f/\partial \phi\) is identified with effective optical density of a pixel \(\tau\). In order to do so, we calculate \(\Delta \phi\) using equation (33) for three different GOME measurements \(R_M\) in the equatorial, the sub tropics and polar region, i.e. for a high, mean and low water column (Figure 14). In each case a lbl forward model \(R_M\) was based on equations (14) and (15) including a fit to the surface albedo \(\Lambda\) and the broadband multiple scattering contribution using equations (27) and (28) respectively. For the forward modeling we use water vapor subcolumn profiles

---

**Figure 13.** A cumulative plot of 250 OACS fit residuals of cloud-free ground pixels for a GOME track on October 23, 2000 between -80°0 and +80°0 in latitude. The upper panel shows the mean value and outer limits of all residuals for OACS fits without any correction applied. The second panel shows the mean value of a moving average applied over 8 detector pixels. Note the different scale with respect to the first panel. The third panel shows the residuals in the corrected cases applying equation (33). We use only one calculation of \(\Delta \phi\), i.e. from one geolocation, for all fits. The lowest panel shows the moving average over 8 pixels applied to the residuals after corrected fitting.
Thus in what follows we assume that the relative in existing line parameters.

summed up as arising either out of missing line data or errors in independent of the geometry of the light path.

strong water absorption between 587 and 598 nm which is of the water vapor lines. In contrast to this the derived absorption signature of water vapor (compare Figure 13). Below 588 and above 598 nm the differences between the absorption signatures are small and the results are dominated by the noise of the measurement.

Figure 14. Pixel-to-pixel variation of $\Delta \phi$ calculated for three different GOME measurements. In each case the GOME measurement is used together with the corresponding lbl forward model result to calculate $\Delta \phi$ from equation (33). Values of $\Delta \phi$ for a high (solid), medium (dashed) and a low WVC (dotted line) are shown. The measurements were taken at significantly different geolocations with SZAs of 37°, 23°, 73°, respectively. The three curves show similar spectral patterns which are quite different from the absorption signature of water vapor (compare Figure 13). Below 588 and above 598 nm the differences between the modeled and measured spectra are small and the results are dominated by the noise of the measurement.

from the ECMWF database where the total column densities differ less than 5% from the SSM/I value. Two important error sources have to be taken into account: (1), the assumption on the water subcolumn profile made by using the ECMWF water vapor values and (2), the contribution of differential residual pattern due to narrowband multiple scattering effects which may both affect the spectral shape of the curves. However, the effect of both of these errors should be seen in the spectral dependence of the derived $\Delta \phi$ (Figure 14) as they both would display the characteristic absorption pattern of the water vapor lines. In contrast to this the derived $\Delta \phi$ in Figure 14 does not show this characteristic pattern for all three scenarios. The figure also shows that the spectral dependence of $\Delta \phi$ exhibits a similar shape in all cases in the region of strong water absorption between 587 and 598 nm which is independent of the geometry of the light path.

[66] Uncertainty in spectral database information might be summed up as arising either out of missing line data or errors in existing line parameters. Belmiloud et al. [2000] showed that for water vapor the effect of erroneous line intensities was probably greater than the effect of missing lines, at least in the case of HITRAN'96 which is the database used for our retrieval. Thus in what follows we assume that the relative error in the cross-section of a pixel is dominated by the relative error in the pixel-averaged line intensity,

$$\frac{\Delta \sigma}{\sigma} = \frac{\Delta \tilde{S}_j}{\tilde{S}_j},$$

(34)

where $\tilde{S}_j$ represents a pixel-averaged line intensity (compare equation (23)). It is also assumed that the effect on the line intensity of different temperatures for different light paths is small.

In order to link the $\Delta \phi$ correction, which we relate to the differential fit mismatch, to uncertainties in line intensities of the gas in question we consider the following.

[67] Assume that effective cross-sections $\tilde{\sigma}_{sat,j}(s)$ and $\tilde{\sigma}_{mod,j}(s)$ exist which satisfy

$$R_{sat,j} = \exp \left( - \int_s \tilde{\sigma}_{sat,j}(s)n(s)ds \right),$$

(35)

$$R_{mod,j} = \exp \left( - \int_s \tilde{\sigma}_{mod,j}(s)n(s)ds \right).$$

(36)

[69] Then setting $\tilde{\sigma}_{sat,j}(s) - \tilde{\sigma}_{mod,j}(s) = \Delta \tilde{\sigma}$ and $\tilde{\sigma}_{mod,j} = \tilde{\sigma}$ in equation (34) we obtain

$$R_{sat,j} = R_{mod,j} \times \exp \left( - \int_s \Delta \tilde{\sigma}_{sat,j}(s)n(s)ds \right),$$

$$= R_{mod,j} \times \exp \left( - \frac{\Delta \tilde{S}_j}{\tilde{S}_j} \int_s \tilde{\sigma}_{mod,j}(s)n(s)ds \right).$$

(37)

[70] If $\partial f/\partial \phi_{\sigma=\phi}$ from equation (33) is identified with the optical density in equation (37) then $\Delta \phi_j = -\Delta \tilde{S}_j/\tilde{S}_j$ is a quantity which depends purely on errors in pixel-averaged line strength. It represents the correction required to bring the cross-section using the line strength values of the spectral database into agreement with what the real cross section should be, given the correct atmospheric profile and the assumptions listed above.

[71] The third panel in Figure 13 shows the same mean residual as in the upper most panel but now for fits where the correction (equation (33)) is applied using only one calculation of the differential fit mismatch $\Delta \phi$ for a single geolocation. For these fits the low frequency pattern in the region between 591 and 597 nm vanishes when applying the moving average over eight detector pixels (lowest panel). The derived WVCs are changing by applying the correction to values which are on average 17% higher than the values received from the uncorrected fits. Based on the assumption of a non-scattering atmosphere and relating the differential fit mismatch $\Delta \phi_j$ solely to systematic errors in the cross-section, we estimate the error in the pixel-averaged line strength $\Delta \tilde{S}_j/\tilde{S}_j$ (equation (37)) to be on the order of 10 to 20%. Apart from these errors in the line strength values of the spectral database, additional systematic contributions to the differential fit mismatch can be instrumental errors or the structures in the sun irradiance spectrum due to Fraunhofer line absorption. The latter is estimated to contribute less than 15% to the value of the differential fit mismatch in the region of the sodium lines and less than 5% to the remaining wavelength region based on the calculations explained under 5.2 using equation (25) with and without a constant $F_0$ together with equation (33).

10.3. Corrected Retrieval Results

[72] Figure 15 shows OACS WVC fit results which include the line-strength correction for the same track as
described in section 10.2. For comparison we show the WVC values as given by the ECMWF data assimilation model and the SSM/I microwave sounder which forms part of the Defense Meteorological Satellite Program (DMSP) F14 satellite platform. SSM/I global swath data are averaged on a 0.5°/0.5° global grid. Data from descending swaths are used in order to reach maximum overlap with the corresponding GOME track. We average the data from each GOME ground pixel within a range of, on average, 4° in longitude and 0.4° in latitude for each of the GOME geolocation 5-tuples of the GOME ground pixel (see also section 5.3 and Figure 2). SSM/I data is not available over land (>30° latitude). The percentage cloud cover, also shown in the figure, is reported by GDP level-2 data. OACS fits give good results for GOME ground pixels with low cloud cover using the first 18 pressure and temperature levels from the corresponding ECMWF pressure and temperature profiles. In addition, the dynamic range in the WVC densities ranging from values of $8 \times 10^{20}$ molec/cm² in the polar regions to values of about $1.5 \times 10^{23}$ molec/cm² at the equator is well reproduced and the variation between successive ground pixels is very low.

[77] The response of the retrieval method to the presence of high cloud cover does not always result in a drop in WVC as might be expected for clouds that block the light from traveling through the lower troposphere where the bulk of the water vapor is located. The latter is the case, for example, in the region around $18°$ where the retrieved columns are significantly smaller than the values given by ECMWF and SSM/I. This also applies to the narrow feature with strong cloud cover at $8°$ latitude for which OACS retrieves lower WVC than is retrieved from the surrounding ground pixels. The same is the case for the somewhat broader cloud cover at around $-18°$, even though the drop over about six ground pixels is surrounded by higher WVC.

Figure 15. OACS WVC fit results over latitude (upper panel, stars) for a GOME track on October 23, 1998 covering longitudes from $117°$E at $73°$ latitude to $279°$E at $-80°$ latitude. By way of a preliminary validation we also show the values given by ECMWF at 18:00 UTC (solid curve) and the SSM/I Microwave Sounder between 15:49 UTC and 16:39 UTC (circles). SSM/I data is not available over land (>30° latitude). The cloud coverage in percentage per ground pixel is taken from GOME GDP level-2 data and is indicated by the solid curve in the lower panel. OACS-retrieved WVCs decrease in the case of strong cloud coverage e.g. at $8°$ and $-18°$ in latitude.
There are no regions to be found where OACS systematically under- or overestimates the values given by ECMWF or SSM/I over a large area. Most of the systematic differences over broader latitudinal regions are related to the presence of clouds.

OACS retrievals of WVCs including the line-strength correction were performed on two additional GOME tracks. One track occurred on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E, on September 30, 1999 from 0:09 to 1:05 UTC between 82°E and 213°E longitude and on October 23, 1998 from 17:52 to 18:32 UTC between 117.16°E and 278.82°E longitude. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively. The solid lines in both panels denotes the best fit of a linear polynomial through the OACS WVC values with the 99% confidence interval for each residual surrounding it. The gradients are 0.96 for all pixels and 1.06 for the cloud-free pixels.

There are no regions to be found where OACS systematically under- or overestimates the values given by ECMWF or SSM/I over a large area. Most of the systematic differences over broader latitudinal regions are related to the presence of clouds.

OACS retrievals of WVCs including the line-strength correction were performed on two additional GOME tracks. One track occurred on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E and another on September 30, 1999 from 0:09 to 1:05 UTC covering longitudes from 82°E to 213°E. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively. These GOME tracks were chosen predominantly for their good temporal and spatial overlap with SSM/I data and their relatively low cloud content. Figure 16 shows a scatter plot comparing OACS-retrieved and ECMWF WVCs for all ground pixels (upper panel) and for ground pixels where the percentage cloud coverage is less than 10% (lower panel). OACS WVCs are retrieved for three different GOME tracks between −80° and +80° in latitude: on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E, on September 30, 1999 from 0:09 to 1:05 UTC between 82°E and 213°E and on October 23, 1998 from 17:52 to 18:32 UTC between 117.16°E and 278.82°E longitude. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively.

The two panels show scatter plots for WVCs retrieved by OACS in comparison with those given by ECMWF for all retrieved ground pixels (upper panel) and for ground pixels where the percentage cloud coverage is less than 10% (lower panel). OACS WVCs are retrieved for three different GOME tracks between −80° and +80° in latitude: on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E, on September 30, 1999 from 0:09 to 1:05 UTC between 82°E and 213°E longitude and on October 23, 1998 from 17:52 to 18:32 UTC between 117.16°E and 278.82°E longitude. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively. The solid lines in both panels denote the best fit of a linear polynomial through the OACS WVC values with the 99% confidence interval for each residual surrounding it. The gradients are 0.96 for all pixels and 1.06 for the cloud-free pixels.

The four panels show scatter plots of WVCs retrieved by OACS from GOME measurements of cloud-free ground pixels in comparison with the values given by the ECMWF data-assimilation model. All studied GOME tracks described in Figure 16 are included. The upper left panel gives results for measurements over the ocean only, i.e. with a low surface albedo. The other panels give results for different SZA ranging between 20° and 85°.

Figure 16. The two panels show scatter plots for WVCs retrieved by OACS in comparison with those given by ECMWF for all retrieved ground pixels (upper panel) and for ground pixels where the percentage cloud coverage is less than 10% (lower panel). OACS WVCs are retrieved for three different GOME tracks between −80° and +80° in latitude: on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E, on September 30, 1999 from 0:09 to 1:05 UTC between 82°E and 213°E longitude and on October 23, 1998 from 17:52 to 18:32 UTC between 117.16°E and 278.82°E longitude. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively. The solid lines in both panels denote the best fit of a linear polynomial through the OACS WVC values with the 99% confidence interval for each residual surrounding it. The gradients are 0.96 for all pixels and 1.06 for the cloud-free pixels.

11. Discussion of Results

Thus far a number of assumptions have been made with respect to the treatment of the radiative transfer problem, the modeling of the background absorption and the quality of the input and reference data. The aim of this section is to discuss the preliminary validation of the OACS WVC results in light of known systematic differences between ECMWF and SSM/I and the influence of clouds and surface albedo.

11.1. Summary of Results

The results presented in section results and displayed in Figure 16 show that the correlation between the OACS-GOME results and the reference ECMWF/SSMI values is very good. The absolute differences between ECMWF data and OACS retrieved WVC can be bigger than 50% for some cases, whereas the mean scatter is better than 11% for ground pixels with no cloud cover and better than 30% for OACS WVCs including the line-strength correction were performed on two additional GOME tracks. One track occurred on February 25, 1997 from 11:26 to 12:01 UTC at longitudes ranging from 322°E to 322°E, on September 30, 1999 from 0:09 to 1:05 UTC between 82°E and 213°E longitude and on October 23, 1998 from 17:52 to 18:32 UTC between 117.16°E and 278.82°E longitude. ECMWF data is given for 12:00 UTC and 00:00 UTC and 18:00 UTC respectively. The solid lines in both panels denote the best fit of a linear polynomial through the OACS WVC values with the 99% confidence interval for each residual surrounding it. The gradients are 0.96 for all pixels and 1.06 for the cloud-free pixels.
for all retrieved ground pixels. The method-related sensitivity and accuracy is of course significantly better.

11.2. Validation Data Sets

In general, comparisons between WVCs given by ECMWF and SSM/I show significant discrepancies. ECMWF is known to underestimate WVC values given by SSM/I by 30–50% in the tropics and to overestimate in the sub-tropics by as much as 60% depending on season and geolocation [Vesperini, 1998]. ECMWF WVC values over the ocean are predominantly based on data from the TIROS N operational vertical sounder (TOVS). The standard deviation between TOVS WVC and radiosonde data in the 1000–850 hPa layer is known to be on the order of 20% and less than 40% in the layer between 500 and 300 hPa [Chaboureau et al., 1998].

The temporal and spatial collocation of GOME data with validation data is a significant challenge in its own right. All GOME measurements may be temporally collocated to within one hour of ECMWF values. Nevertheless, changes in the water vapor densities within this time window are possible. Such changes may contribute to both the scattering and the systematic effects in a comparison between the two data sets. As is shown in Figure 2 the spatial overlap between the GOME ground pixel size and the smoothed ECMWF data gives rise to a higher spatial sensitivity of the OACS results in the latitudinal direction, whereas in longitudinal direction the spatial resolution of ECMWF data is significantly better. However, the change in water vapor column density over longitude is expected to be much lower than in the latitudinal direction [Randel et al., 1996; Vesperini, 1998].

It was noted before that OACS-retrieved WVCs do not show any significant systematic differences from the values given by ECMWF. Small overestimations of the OACS WVCs with respect to ECMWF values can be examined for SZA smaller than 35°/C176 including the tropical region (Figure 17, upper right panel). A small fraction of WVCs retrieved for cloud-free pixels and SZA between 35° and 70° (including the sub-tropical region) exhibit smaller values than given by ECMWF (Figure 17, lower left panel). From this we conclude that OACS-retrieved WVCs from the GOME tracks used in this study are consistent with the trends observed from an intercomparison between ECMWF and SSM/I. For higher SZA above 70° (lower right panel) there is no clear effect on the retrieved column of an enhanced contribution of multiply scattered photons. However, the number of retrieved pixels is too small for good statistics.

11.3. Clouds

Systematic deviations of the WVCs from the values of ECMWF appear to be related predominantly to the presence of clouds. Clouds may affect the retrieved WVC in two ways. On the one hand, light may be blocked by clouds from traveling through the lower troposphere where the bulk of the water vapor column is situated. This would cause a drop in the retrieved WVC. On the other hand, an enhanced path length due to multiple scattering in the clouds might yield an increase in the retrieved WVC. Therefore the result of the net effect will depend on cloud top height, the cloud character and the thickness of the cloud layer. As described in section results we found that strong cloud cover often causes a decrease in the retrieved WVC (Figure 16). However, in some cases the opposite effect occurs. In general, the good correlation between ECMWF and OACS as well as the relatively small response to the presence of clouds suggests that the effect of the blocking of the light and the effect of enhanced path length may often compensate each other.

The cloud cover fraction is reported by GDP level-2 data. This fraction is derived by the initial cloud fitting algorithm (ICFA) and cloud top pressure is taken from the International Satellite Cloud Climatology project (ISCCP) [Koelemeijer and Stammes, 1999]. Differences in the retrieved cloud fractions with respect to the colocated Along Track Scanning Radiometer-2 (ATSR-2) can be as much as 0.18 [Koelemeijer and Stammes, 1999]. We call a GOME ground pixel cloud-free when the ICFA algorithm reports a cloud fraction of lower than 0.1. Therefore, large parts of the scattering in the case we call cloud-free (Figure 16) may be

Figure 18. Results and residuals of typical OACS fits to two cloud-free GOME measurements for the case of high WVC ( panels a) and low WVC ( panels b). The solid lines in the both of the upper panels represent the GOME reflectivity. Dashed lines in the upper panels represent the OACS fit. The background (all absorbers other than water vapor) is shown by the dotted lines. The residuals (dashed lines) are compared, in both of the lower panels, with the intrinsic method related error (solid lines; compare Figure 6).
attributed to ground pixels partially covered by clouds or errors in the cloud fraction values given by GDP level-2 data.

11.4. Differential Fit Mismatch

For the calculation of the error $\Delta \phi$ of the model input parameter $\phi$ we assumed that the water vapor sub-column profile concentrations used in the calculation of $R_M$ given by ECMWF are close to reality. We further assumed that the differential contribution of multiple scattered photons are weak. The signatures of both of these errors, not to mention some contribution of the Ring effect and the Fraunhofer line effect discussed in sections 5.2 and 10.2 especially in the two pixels covering the sodium lines, should also contribute to the differential spectral structure of the calculated cross-section correction $\Delta \phi$. We quantified the contribution of the Fraunhofer line effect to be less than 15% of $\Delta \phi$ in the area around the sodium lines and less than 5% in the remaining wavelength region. The signature of neglecting the differential impact of multiple scattering in the calculation of $\Delta \phi$ should be visible as a systematic effect (compare section 8 and Figure 9) displaying the differential structure of the water vapor absorption. This effect is extremely small. Consequently, we relate the differential fit mismatch predominantly to instrumental pixel-to-pixel variations which are not corrected for by the level 1 data processing together with errors in the line strength databases. This places an upper limit of accuracy on the latter of about 10 to 20%.

11.5. Surface Albedo

For each OACS fit we retrieve a surface albedo $\Lambda$ (equation (27)) assuming that the surface may be modeled as a Lambertian reflector. Figure 19 shows the retrieved albedo at 590 nm together with the cloud cover for the same GOME track shown and described in Figure 15. The cloud-free results are comparable with those of Koelemeijer et al. [1997] using GOME measurements with an atmospheric correction scheme. However, the wavelength dependence of the albedo (equation (27)) within our spectral window might be influenced by the simultaneously fitted multiple scattering term (equation (28)). A fit to the solution of the DAM revealed an albedo accuracy of about 30% at 592 nm for an ocean type surface albedo of 0.03 (Table 4). For higher albedo over land (around 0.1) the accuracy is better than 10% due to the model calculations and retrievals. The impact of multiple scattering and aerosol extinction can introduce errors in the retrieved albedo value of up to 40% for maritime cases. The response to clouds is also clearly visible in Figure 19. In the case of strong cloud cover the retrieved albedo can easily reach 0.5.

12. Overview and Outlook

12.1. Summary

We have shown that OACS is able to forward model upwelling reflectivity with accuracies better than 2%, when compared to results from a lbl calculation. In column retrieval terms, the precision of OACS (which depends on instrumental characteristics) is 0.66% for high WVC and 3.4% for low WVC. The accuracy of the method is better than 0.05% and 1.4% for high and low WVC, respectively. Besides calibrated radiances, the only necessary inputs from an operational perspective are specific temperature and pressure profiles for a given geolocation and SCDs of ozone. Method inputs which are pre-calculated and stored in lookup tables include pdfs of water vapor cross-section realizations taken from the HITRAN’96 database and cross-sections of $(O_2)_2$ and O$_3$. The robustness or total accuracy of the method due to errors in the input pressure and temperature profile was found to be between 0.8% and 4% for high and low WVC, respectively. The obtained WVCs for cloud-free ground pixel situations correlate very well to WVCs given by ECMWF and SSM/I. The ground pixel-to-pixel variation of the retrieved column densities are low and the method is robust to changes in surface albedo as well as changes in the SZA.

12.2. Implementation and Routine Retrieval

We have introduced, tested and presented a preliminary validation of a novel, fast forward modeling and retrieval method. The intention was to develop a relatively fast method for modeling spectral measurements for which the instrumental resolution is much broader than the absorption features of the trace gas under study. OACS uses a pdf coefficient method for the calculation of reflectivities containing the full altitude-dependent structure of the spectrum which can be stored in a look-up table. OACS forward modeling is very fast with respect to line-by-line methods and a retrieval of trace gas column from constituents with narrowband absorption spectra can be done on reasonable time scales. A retrieval of WVCs as described in this paper utilizing 18 altitude levels takes about 20 minutes per measurement on a Pentium II, 450 MHz, using an uncom-
12.3. Future Developments

[88] Improvements in the accuracy of the results and the stability of the fit may be gained by using additional information about surface albedo, cloud cover and cloud height. For example, surface albedo may be obtained by inspection of the region beyond the edges of the water vapor absorption band. Using such additional inputs would reduce the parameter space in the fitting of WV-subcolumn profiles and thus reduce the freedom of the fit in giving too much weight to the atmospheric scattering contribution by reducing the surface albedo or vice versa. The current OACS modified solution of the radiative transfer equation is best applied only to ground reflected and single scattered photons. We have shown that this is sufficient for retrieval of WV from operational GOME data, utilizing the spectral water vapor window between 585 and 600 nm, within an accuracy of 18%, which is comparable to or better than available operational data products. In future studies the first-order polynomial accounting for the broad-band absorption contribution of multiple-scattered photons in the fast forward modeling as well as in the retrieval might be replaced by a full OACS-modified solution for higher orders of scattering. This could also serve as a starting point for implementing aerosol scattering and absorption parameters. However, OACS could be easily applied in its current form to measurements of the water vapor absorption in the infrared regions around 2 μm of the forthcoming SCIAMACHY instrument on the ENVISAT platform, where the contribution of multiple scattering is much smaller than in the visible region.

12.4. Conclusions

[90] Apart from the application to routine trace gas retrieval OACS provides an efficient tool for studying physical processes from remote-sensing spectral measurement. This is because OACS is based on a fundamental, physical model. Consequently, it may be used to validate laboratory measurements of trace gas absorption cross-sections with measurements from satellites. For example, we have shown that there is some evidence for inaccuracies in the HITRAN’96 database as proposed by recent measurements of the water vapor absorption line parameters. Additionally, the fast forward modeling capabilities of OACS can be used to model and study atmospheric absorption features other than water vapor, as we demonstrated in case of the (O2)2 absorption feature around 575 nm even for high SZA. A future application of OACS in the near infrared will be to forward model water vapor absorption bands in spectral regions containing absorption features of atmospheric species other than water vapor.
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