Genetic and Environmental Mechanisms Underlying Stability and Change in Problem Behaviors at Ages 3, 7, 10, and 12
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Maternal ratings on internalizing (INT) and externalizing (EXT) behaviors were collected in a large, population-based longitudinal sample. The numbers of participating twin pairs at ages 3, 7, 10, and 12 were 5,602, 5,115, 2,956, and 1,481, respectively. Stability in both behaviors was accounted for by genetic and shared environmental influences. The genetic contribution to stability (INT: 43%; EXT: 60%) resulted from the fact that a subset of genes expressed at an earlier age was still active at the next time point. A common set of shared environmental factors operated at all ages (INT: 47%; EXT: 34%). The modest contribution of nonshared environmental factors (INT: 10%; EXT: 6%) could not be captured by a simple model. Significant age-specific influences were found for all components, indicating that genetic and environmental factors also contributed to changes in problem behavior.

Understanding the origins, nature, and course of psychopathology across childhood is important for clinical purposes as well as for scientific purposes. Of particular clinical importance are the mechanisms underlying continuity. The longer an individual continues along a maladaptive pathway, the more difficult it is to reclaim a normal developmental trajectory (Sroufe, 1990). Further, research into child development suggests that early recognition of problems and causes of stability will lead to early intervention in families and successful prevention programs (Hermanns & Leu, 1998).

Problem behavior during childhood shows considerable continuity. For example, Richman, Stevenson, and Graham (1982) found that 61% of the problematic children at age 3 still showed considerable difficulties on a clinical rating scale 5 years later.

Graham and Rutter (1973) showed that 75% of the 10–11-year-old children who received a diagnosis of conduct disorder and 46% of the children who received a diagnosis of emotional disorder remained deviant at the follow-up 4 years later. Caspi, Moffitt, Newman, and Silva (1996) tested whether behavioral observations at age 3 were predictive of psychiatric disorders at age 21. Undercontrolled and inhibited children were at risk of later psychiatric problems. The Christchurch study also reported strong continuities of behavioral problems (Fergusson, Horwood, & Lynskey, 1995). Wright (1988) reported that three out of four antisocial adolescents grow up to be extremely maladjusted adults.

Stability is not confined to clinical groups and has also been found in general population samples. Verhulst and Van der Ende (1992b; the Zuid Holland study, the Netherlands) reported a correlation of .56 for problem behaviors across a 6-year period in a population sample of Dutch children originally studied at ages 4–11 years. Ghodsian, Fogelman, Lambert, and Tibbenham (1980) studied a national sample of British children assessed at ages 7, 11, and 16. Correlations for parental ratings of problem behavior were .48 between ages 7 and 11, .38 between 7 and 16 years, and .46 between 11 and 16 years. Despite several large studies on psychopathology throughout development, the causes of individual variation in longitudinal pathways throughout development are underexposed.

In order to study continuity and change, two broad classes of developmental mechanisms can be distinguished (e.g., see Rowe & Britt, 1991). The first class assumes that successive levels of functioning are causally linked so that each new event or change builds upon earlier experiences. In addition to the effects of past behavior, new influences may enter the picture at each phase to account for change. This class could be labeled transmission models, because parts of earlier influences and experiences are
transmitted to later points in time. For instance, Patterson, Dishion, and Yoerger (2000), argued that antisocial behavior among boys may be a process that builds and expands, a cascading of (negative) effects in which there is a significant path from early involvement with deviant peers to new forms of antisocial behavior in adolescence. The impact of earlier effects may not necessarily be confined to the same phenotype. Thus in the Great Smoky Mountains study (Costello, Farmer, Angold, Burns, & Erkanli, 1997) of White and American Indian youths living in rural southern Appalachia, Federman, Costello, Angold, Farmer, and Erkanli (1997) found that alcohol use without permission predicted subsequent use of illicit drugs and regular tobacco use.

A second class of developmental mechanisms can be referred to as liability or common factor models (e.g., see Van den Oord & Rowe, 1997). In contrast to transmission models, these mechanisms do not assume causal relations between subsequent time points. A stable underlying liability may be the “third variable” that explains the relations between subsequent levels of problem behavior. Liability mechanisms can also account for change, because at each point in time there may be new effects of other variables. However, continuity is completely explained by stable underlying liability and is not affected by these time-specific effects.

Transmission and liability models both imply a certain degree of continuity. However, in a longitudinal study, these mechanisms result in a different pattern of correlations between successive assessments. In a transmission model, subsequent levels of problem behavior are influenced by prior levels. The implication is that effects of prior events or experiences will be larger to the extent that they happened closer in time (Guttmann, 1954; Jöreskog, 1970). The transmission model therefore predicts higher correlations among adjoining assessments than among those occurring more distantly in time. In contrast, the liability model assumes that the same stable factors exert their effects at each assessment and does not imply that correlations between assessments vary as a function of the length of the time lag. Thus, transmission and liability models predict different patterns of longitudinal correlations, and tests can be performed to derive the underlying mechanism by comparing observed and predicted correlations.

In a genetically informative longitudinal study, it is possible to go one step further and explore the transmission and liability models at the genetic and environmental level (Neale & Cardon, 1992). In such a study, one can account for the fact that genetic and environmental influences on the psychopathology during childhood display different patterns of development. So, there may be a mix of developmental processes. For example, a genetic contribution to continuity and change could operate through a transmission mechanism, and environmental influences, through a liability mechanism. However, by studying phenotypic data it is assumed that all influences exert the same developmental mechanism, and thus no insight into the mixture of different developmental processes can be obtained. A mixture of different developmental patterns is distinguishable at a multivariate genetic level, so using phenotypic data only could lead to false conclusions.

A powerful tool for unraveling the genetic and environmental architecture of individual differences in the development of behavioral and emotional problems is the study of genetically related individuals. Family studies might give a first impression of familial aggregation, but they cannot distinguish between genetic and environmental effects. Similarities between family members may be created either by genetic relatedness or by sharing the same family environment. A method that solves this problem is the classical twin design. Monozygotic (MZ) twins derive from a single zygote, and therefore the two individuals of an MZ twin pair are genetically identical. Dizygotic (DZ) twins develop from two distinct zygotes and share on average 50% of their genes, like ordinary brothers and sisters. Hence, the only possible way to explain the variation in problem behavior between two members of an MZ twin pair is environmental effects that are not shared by those two: the so-called nonshared environmental influences. Conversely, the variation in problem behavior between two members of a DZ twin pair could result from different genes and/or nonshared environmental influences. Accordingly, the difference in relatedness between MZ and DZ twin pairs (mostly expressed as correlation coefficients: \( r_{MZ} \) and \( r_{DZ} \)) gives information about the strength of the genetic and environmental influences on the trait under investigation. It further allows the separation of environmental influences into those of the environment shared by members of a family and those unique for each individual.

Only a few studies used this method to disentangle the genetic and environmental influences on continuity and change in the development of problem behaviors or problem-behavior-related disorders. In three studies, the Child Behavior Checklist (CBCL; Achenbach, 1991, 1992) was used to rate problem behavior in children. First, Van der Valk, van den Oord, Verhulst, & Boomsma (2003a) used a two-wave behavior genetic model to estimate genetic, shared environmental, and nonshared environmental contributions to stability and change of internalizing and externalizing problems from age 3 to age 7 in a Dutch sample that overlapped with our sample. For externalizing problems, the estimated influences of additive genetic, shared, and nonshared environmental factors remained relatively constant over the years. The phenotypic stability (\( r = .54 \)) was explained for 55% by genetic factors. The same shared environmental influences were significant at ages 3 and 7, whereas nonshared environmental influences were mostly age specific. For internalizing problems, additive genetic influences decreased, whereas nonshared environmental influences increased, over the years. The phenotypic stability (\( r = .38 \)) was explained for 66% by genetic factors. Second, Schmitz, Fulker, and Mrazeck (1995) conducted a study in which they examined a small longitudinal sample of 95 twin pairs and assessed them at ages 2 and 7 years. Results indicated that for internalizing problems, continuing shared environmental factors had an effect both in early and middle childhood, whereas genetic influences had mostly age-specific effects. For externalizing problems, the opposite effect was found: continuing genetic and age-specific shared environmental effects. However, as suggested by the authors, these results need to be replicated with larger samples of genetically related subjects. Third, a study with biologically related and unrelated adoptees suggested that stability in externalizing problem behavior over a 3-year interval was mainly accounted for by additive genetic influences, whereas nonshared environmental influences mainly accounted for stability in internalizing problem behavior (Van der Valk, Verhulst, Neale, & Boomsma, 1998).

A developmental study of siblings, half siblings, and cousins, by Van den Oord and Rowe (1997), looked at maternal ratings of the Behavior Problems Index (Peterson & Zill, 1986). There were 436 pairs of full siblings, 119 pairs of half siblings, and 122 pairs of
cousins assessed at ages 4–6, 6–8, and 8–10. In this study, the continuity of problem behaviors was entirely explained by genetic and shared environmental factors. Nonshared environmental factors showed only age-specific effects, influencing changes in children’s problem behaviors. O’Connor, Neiderhiser, Reiss, Hetherington, and Plomin (1998) followed 405 families over a 3-year interval. Subjects consisted of MZ and DZ twins and full, half, and step siblings (all of the same sex) between 10 and 18 years of age at the first assessment. Results showed that the phenotypic stability of antisocial symptoms \( r = .63 \) was explained for 54% by continuing genetic influences and for 30% by continuing shared environmental influences. For depressive symptoms, the phenotypic stability \( r = .59 \) was explained for 64% by continuing genetic influences and for 36% by continuing nonshared environmental influences. In short, even though each study investigated subjects at a different age interval and with different methods for measuring problem behavior, most studies showed large influences of genetic factors on the stability of problem behaviors. Effects of shared and nonshared environmental factors were less clear, with continuing influences shown for some studies and only age-specific effects shown for others.

In conclusion, a great deal of research has been conducted on the development of problem behavior during childhood. Most studies have pointed out that problem behavior is fairly stable throughout childhood. Children who exert problem behavior in a clinical range at a younger age are more likely to be deviant at an older age as well. This stability is accounted for by genetic as well as shared environmental influences. What is clearly lacking in the field of developmental psychopathology are studies on the developmental patterns of genetic and environmental influences on this stability. In order to answer unsolved questions on the possible mixture of genetic and environmental developmental mechanisms influencing problem behavior, we chose a behavior genetics perspective.

We had multiple aims in the present study. Our first aim was to estimate the importance of heritability and environmental influences at each age and to estimate the influence of genetic and environmental influences on the covariance (stability) between certain ages (which factors are responsible for continuity). The unique nature of this study, with CBCL data from large samples at four measurement occasions, provides the power to gain reliable insight into the underlying causes and developmental patterns of stability and change in problem behavior throughout development. Structural equation modeling techniques were used to examine the influences of genetic and environmental factors on the development of internalizing and externalizing behavior in a large sample of Dutch twin pairs at 3, 7, 10, and 12 years of age. A transmission model and a liability model were used to study the underlying pattern of development by taking into account continuity and change in genetic and environmental influences over time. In all analyses, estimates were tested for the presence or absence of sex differences. Clinical implications of the outcome of this study are discussed.

**Measures**

Mother ratings were collected by making use of the CBCL (Achenbach, 1991, 1992). The checklist for 2–3-year-old children (CBCL 2/3) shows age-adjusted differences from the checklist for 4–18-year-old children (CBCL 4–18).

The CBCL 2/3 was developed for parents to score the behavioral and emotional problems of their 2- and 3-year-old children. It consists of 100 items that are scored by the parents on a 3-point scale based on the occurrence of the behavior during the preceding 2 months: 0 if the problem item was not true, 1 if the item was somewhat or sometimes true, and 2 if it was very true or often true. Dutch syndrome scales and their comparability with the syndrome scales developed by Achenbach (1992) were reported by Koot, van den Oord, Verhulst, and Boomsma (1997). In the present study, the two broadband Internalizing and Externalizing scales are analyzed. The Internalizing scale consists of the Anxious and Withdrawn/Depressed subscales. The Externalizing scale consists of the Aggressive, Oppositional, and Overactive subscales. For the Internalizing scale, subscales were included only if not more than one item was missing for the Anxious subscale and not more than two items were missing for the Withdrawn/Depressed subscale. For the Externalizing scale, the inclusion criterion was not more than one item missing for the Aggressive and the Overactive subscales and not more than three items missing for the Oppositional scale. These criteria ensured that the two syndrome scales were always composed of all problem behaviors loading on that scale.

The CBCL 4–18 was developed for parents to score the behavioral and emotional problems of their 4- to 18-year-old children. It consists of 120 problem items that are scored by the parents on a 3-point scale based on the occurrence of the behavior during the preceding 6 months: 0 if the problem item was not true, 1 if the item was somewhat or sometimes true, and 2 if it was very true or often true. The syndrome scales were composed according to the 1991 profile (Achenbach, 1991). Dutch syndrome scales and comparability with the syndrome scales developed by Achenbach are reported in Verhulst, Van der Ende, and Koot (1996). In this manual, the two broadband Internalizing and Externalizing scales are analyzed. The Internalizing scale consists of the Anxious/Depressed, Somatic Com-
plaints, and Withdrawn subscales. The Externalizing scale consists of the Aggressive and Rule Breaking Behavior subscales. For the Internalizing scale, subjects were included only if not more than three items were missing for the Anxious/Depressed scale and not more than two items were missing for the Somatic Complaints and Withdrawn scales. For the Externalizing scale, the inclusion criterion was not more than three items missing for the Aggressive and Rule Breaking Behavior scales. These criteria ensured that the two syndrome scales were always composed of all problem behaviors loading on that scale.

Data Analyses

Descriptive statistics for internalizing and externalizing behavior at the distinct ages were calculated using SPSS 11 for Windows. To assess stability of problem behavior throughout development, we calculated pheno- typic correlations over time for boys and girls separately. Cross-twin/cross-age correlations for the five zygosity groups have been calculated. These correlations give a first impression of the genetic and environmental contributions to stability and change in internalizing and externalizing problem behavior over time.

Genetic Modeling

In general, genetic model fitting of twin data allows for separation of the observed phenotypic variance into its genetic and environmental components. Additive genetic variance (A) is the variance that results from the additive effects of alleles at each contributing genetic locus. Shared environmental variance (C) is the variance that results from environmental events that make two children of a twin pair more alike (to the extent that they do not influence twins differently, possible examples include style of parenting, socioeconomic level, and religion). Nonshared environmental variance (E) is the variance that results from environmental effects that are not shared by members of a twin pair and that can cause differences between two members of a twin pair (such as an illness, relationships with peers, or measurement errors). Estimates of the nonshared environmental effects also include measurement error.

The different degree of genetic relatedness between MZ and DZ twin pairs can be used to estimate the contribution of genetic and environmental factors to the trait under study. Similarities for MZ twins are assumed to be due to additive genetic influences plus environmental influences that are shared by both members of a twin pair and that make them more alike. Experiences that make MZ twins different from one another are nonshared environmental influences. Because DZ twins share 50% of their genetic material on average, like other siblings, genetic factors contribute only half to their resemblance. As for MZ twins, the shared environment contributes fully. Model fitting to twin data is based on the comparison of the variance–covariance matrices in MZ and DZ twins. For a summary of the twin method, the various assumptions, and the plausibility of these assumptions, see, for example, Neale and Cardon (1992).

If data are collected repeatedly from the same subject at different ages, insight into developmental patterns of genetic and environmental influences can be gained. Multivariate genetic model fitting techniques were used to obtain insight into the developmental patterns of internalizing and externalizing problem behavior and to obtain estimates of the genetic and environmental influences on variances and covariances in problem behavior. In the present study, three types of models were used (see Figure 1): saturated models (I), transmission models (II), and common factor models (III). For each of the models, the total variances and covariances were decomposed into additive genetic (A), shared environmental (C), and nonshared environmental (E) parts.

Figure 1. The three models used to investigate the underlying process of the development of problem behavior (PB3, PB7, PB10, and PB12 = problem behavior at ages 3, 7, 10, and 12, respectively): I, the saturated model; II, the transmission model; and III, the common factor model, with age-specific influences. Obviously, all three variance components (A, C, and E) can be expressed in either way. A = additive genetic variance, C = shared environmental variance, E = nonshared environmental variance.
The saturated model, also known as a Cholesky decomposition or triangular decomposition, decomposes the phenotypic statistics into genetic, shared-specific environmental, and nonshared environmental contributions. In other words, the pattern of the factor loadings on the latent genetic and environmental factors (see II in Figure 1) reveals a first insight into the etiology of covariances between problem behaviors over time. Because the saturated model is fully parameterized, it yields the best possible fit to the input matrices. The model is descriptive and not driven by a specific developmental hypothesis, like transmission models and common factor models are. However, it is a useful model to gain a first insight into what to expect developmentally for genetic and environmental influences. It can be used further in reference to the fit of more specific developmental models and to evaluate the fits of these more restricted models. This evaluation consists of performing tests that compare the genetic and environmental contributions as predicted by a developmental model (transmission or common factor) with the unconstrained genetic and environmental contributions from the saturated model. If a developmental model fits the data significantly more poorly than the saturated model, the predicted contributions are inconsistent with the data, and the developmental model should be rejected.

The transmission model (II in Figure 1) represents a first-order autoregressive process. In the transmission model, covariances among the four ages of measurement are specified by genetic and environmental factors specific to each age and by “carry-over effects” or transmission of these factors to subsequent ages. The model specifies the variance unique to each measurement occasion by an innovation term that comes into play at each time point. The total variance is the sum of the age-specific effects and the age-to-age transmission effect. If this model fits the data well for the longitudinal genetic variance component, it implies that genetic influences account for both stability (by the transmission parameters) and change (by the innovation terms) in problem behavior throughout childhood. The same is true for shared and nonshared environmental influences. From a clinical perspective, knowledge of the strength of the innovation terms and the strength of transmission of genetic and environmental influences is essential for intervention.

In a common factor model (III in Figure 1), one underlying factor with age-specific factor loadings is specified, which implies a continuous influence from time of onset. In order to account for some age-specific variance, age-specific influences are added to the model. If this model fits the data well for the longitudinal genetic variance component, it implies that genetic influences mainly account for stability (by the underlying common factor). Little room is left for change due to genetic influences, specified by the age-specific influences. The same is true for shared and nonshared environmental influences. If an underlying genetic factor is the main cause of stability in problem behavior, implying a possible inborn vulnerability with long-lasting effects, it does not mean that those behaviors are unchangeable. An underlying factor will never explain 100% of the variance and/or covariance, which leaves room for intervention.

The order of model reduction and the possibilities of model specification influence the results of the parameter estimates and the goodness-of-fit procedure. To take this into account, we analyzed all three variance components (A, C, and E) separately, leaving the other two expressed in a saturated model. Finally, a “best” model was fitted to the data to obtain estimates of additive genetic, shared environmental, and nonshared environmental influences on the variances and covariances of internalizing and externalizing behavior.

Because in a longitudinal design data from one or more measurement occasions or from one twin may be missing from the data set, multivariate structural models were fitted to the transformed raw data by the method of maximum-likelihood pedigree analysis (Lange, Westlake, & Spence, 1976) using the Mx statistical software package (Neale, Boker, Xie, & Maes, 1999). Parameter estimates, including those for means of each variable for the first and second twin of each zygosity group, were produced that maximized the joint likelihood of the raw data under a given structural model (Neale & Cardon, 1992; Neale et al., 1999). In order to use this method, the data were square-root transformed to approximate the normal distributions that are required for maximum-likelihood estimation. After transformation, all skewness and kurtosis indices were between −1.0 and 1.0, implying that not much distortion is to be expected (Muthén & Kaplan, 1985).

Submodels were compared by hierarchical chi-square tests. The chi-square statistic is computed by subtracting −2(log-likelihood) for the full model from that for a reduced model: \( \chi^2 = 2(\text{LL}_1 - \text{LL}_0) \). In addition to the chi-square test statistic, Akaike’s information criterion (AIC = \( \chi^2 - 2 \times \text{degrees of freedom} \)) was computed. The lower the AIC, the better the fit of the model to the observed data. Although the transmission model and the factor model do not form a nested pair, they may be compared in terms of parsimony and goodness of fit because they represent alternative sets of constraints on the saturated model (Neale & Cardon, 1992). Fit statistics for the reduced developmental models are compared with those for the saturated models. This results in a chi-square and an AIC that are comparable for the different reduced models.

Results

The untransformed mean problem scores and standard deviations of the twin sample and those of comparable community samples (Koot et al., 1997, and Verhulst et al., 1996) are given in Table 1. For both the Internalizing and the Externalizing scale, the ratings given to the twins were quite similar to the ratings given to the Dutch community sample. Table 2 shows the phenotypic correlations for boys and girls separately. Twin correlations and the twin cross-correlations (off-diagonal) for internalizing and externalizing behavior at ages 3, 7, 10, and 12 are presented in Table 3.

The phenotypic correlations give a first impression of the underlying developmental pattern (transmission or common factor) of internalizing and externalizing problem behavior. For both internalizing and externalizing behavior, the phenotypic cross-age correlations are lower for longer intervals. This structure suggests, as explained in the introduction, a transmission pattern. This transmission structure, though, cannot be the sole mechanism because the stability in problem behavior between the distinct ages, represented by the cross-age correlation coefficients, is higher than would be expected on the basis of a transmission structure. For instance, if a transmission structure is describing the developmental process of internalizing problem behavior in boys, the product of the cross-correlations between ages 7 and 10 and ages 10 and 12 is about .40 (.61 × .66). However, the real cross-correlation between ages 7 and 12 is .54. This higher-than-expected cross-correlation implies, besides transmission, the influence of an underlying common factor on the development of childhood psychopathology. It is this mixture of underlying developmental mechanisms that can be investigated by using genetically related subjects.

Table 3 presents twin correlations (diagonal) and cross-correlations (off-diagonal). The twin correlations give a first indication of the genetic and environmental influences on the individual differences in problem behavior at the distinct ages. For both the MZM vs. DZM and the MZF vs. DZF comparisons (M = male; F = female), influences of additive genetic and shared environmental factors are expected for internalizing and externalizing problem behavior. Cross-age correlations represent, for instance, the correlation between internalizing behavior in the oldest twin at age 3 and internalizing behavior in the youngest twin at age
7. In other words, this cross-age correlation is a cross-twin/cross-age correlation, which gives information on the development of genetic and environmental influences on problem behavior over the years. We calculated cross-correlations for MZ and DZ twins separately in order to explore the genetic and environmental influences on the observed stability. As can be seen in Table 3, the MZ cross-correlations are higher than the DZ cross-correlations, but certainly not twice as high, which suggests that stability in internalizing and externalizing problem behavior over time is due to additive genetic factors as well as shared environmental factors. The correlations' patterns over time are less clear, so no conclusion about the underlying developmental mechanisms can be drawn for these cross-correlations solely. No heterogeneity (different genes influencing problem behavior in boys or in girls) is expected because of the fact that the correlations in DZ twins of opposite sex (DOS) are not lower than the correlations in same-sex DZ twins. Model-fitting procedures are used to test for sex differences in the strength of genetic and environmental influences.

Model-fitting procedures for internalizing and externalizing problem behavior yielded the results presented in Table 4. As described in the Method section of this article, distinct models were fitted to the longitudinal data. The saturated, Cholesky decomposition, model without restrictions (Model 1; I in Figure 1) was taken as a reference for evaluating changes in chi-square and associated degrees of freedom of more parsimonious models. Model reduction consisted of a transmission model on the one hand and a common factor model (one underlying factor) on the other hand. Because of the fact that the order of the model reductions could influence the results of the goodness-of-fit procedure, all three variance components (A, C, and E) were analyzed separately. The mechanism of one variance component at a time was investigated, leaving the other two components expressed in a saturated model (Models 2 through 7). Model 8 and Model 9 represent the best-fitting simplified models with and without sex differences. Sex differences in the strength of the genetic and environmental effects were tested by constraining the influences for boys and girls to be equal.

For internalizing problem behavior, a best-fitting simplified model to describe the processes of development is a model with a transmission structure on the one hand and a common factor model on the other hand and a common factor model (one underlying factor) on the other hand. Because of the fact that the order of the model reductions could influence the results of the goodness-of-fit procedure, all three variance components (A, C, and E) were analyzed separately. The mechanism of one variance component at a time was investigated, leaving the other two components expressed in a saturated model (Models 2 through 7). Model 8 and Model 9 represent the best-fitting simplified models with and without sex differences. Sex differences in the strength of the genetic and environmental effects were tested by constraining the influences for boys and girls to be equal.

Table 1
Means, Standard Deviations, and Sample Sizes for Maternal Ratings on the CBCL Internalizing and Externalizing Scales in 3-, 7-, 10-, and 12-Year-Old Twins (by Zygosity) Compared With a 2- and 3-Year-Old Dutch Community Sample and a 4–11-Year-Old Dutch Community Sample

<table>
<thead>
<tr>
<th>Sample</th>
<th>Internalizing</th>
<th>Externalizing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Boys</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MZ</td>
<td>4.64</td>
<td>4.00</td>
</tr>
<tr>
<td>DZ</td>
<td>4.59</td>
<td>4.05</td>
</tr>
<tr>
<td>DOS</td>
<td>4.52</td>
<td>3.82</td>
</tr>
<tr>
<td>COM</td>
<td>4.5</td>
<td>4.4</td>
</tr>
<tr>
<td>Girls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MZ</td>
<td>4.78</td>
<td>4.08</td>
</tr>
<tr>
<td>DZ</td>
<td>4.90</td>
<td>4.18</td>
</tr>
<tr>
<td>DOS</td>
<td>3.98</td>
<td>3.77</td>
</tr>
<tr>
<td>COM</td>
<td>4.3</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MZ</td>
<td>4.05</td>
<td>4.77</td>
</tr>
<tr>
<td>DZ</td>
<td>5.21</td>
<td>4.91</td>
</tr>
<tr>
<td>DOS</td>
<td>4.52</td>
<td>4.31</td>
</tr>
<tr>
<td>COM</td>
<td>5.16</td>
<td>5.02</td>
</tr>
</tbody>
</table>

Table 2
Phenotypic Correlations (With Their 95% Confidence Intervals) for Internalizing (Above Diagonals) and Externalizing (Below Diagonals) Problem Behavior Separately for Boys and Girls

<table>
<thead>
<tr>
<th>Age</th>
<th>3 years</th>
<th>7 years</th>
<th>10 years</th>
<th>12 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boys</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 years</td>
<td>—</td>
<td>.35 (.32–.37)</td>
<td>.32 (.32–.32)</td>
<td>.29 (.29–.33)</td>
</tr>
<tr>
<td>7 years</td>
<td>.54 (.52–.54)</td>
<td>—</td>
<td>.61 (.61–.62)</td>
<td>.54 (.51–.58)</td>
</tr>
<tr>
<td>10 years</td>
<td>.50 (.50–.51)</td>
<td>.73 (.72–.75)</td>
<td>—</td>
<td>.66 (.63–.68)</td>
</tr>
<tr>
<td>12 years</td>
<td>.49 (.46–.52)</td>
<td>.69 (.69–.71)</td>
<td>.76 (.75–.78)</td>
<td>—</td>
</tr>
<tr>
<td>Girls</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 years</td>
<td>—</td>
<td>.41 (.40–.44)</td>
<td>.35 (.32–.39)</td>
<td>.33 (.28–.38)</td>
</tr>
<tr>
<td>7 years</td>
<td>.57 (.57–.60)</td>
<td>—</td>
<td>.62 (.59–.65)</td>
<td>.59 (.55–.63)</td>
</tr>
<tr>
<td>10 years</td>
<td>.48 (.45–.51)</td>
<td>.70 (.68–.72)</td>
<td>—</td>
<td>.69 (.66–.72)</td>
</tr>
<tr>
<td>12 years</td>
<td>.46 (.41–.50)</td>
<td>.66 (.66–.69)</td>
<td>.72 (.71–.75)</td>
<td>—</td>
</tr>
</tbody>
</table>

Note. CBCL = Child Behavior Checklist; MZ = monozygotic; DZ = dizygotic; DOS = dizygotic opposite sex; COM = Dutch community samples.
genetic influences, the factor model (Model 3) and the transmission model (Model 2) gave almost identical fits to the data. The transmission model, however, is a more parsimonious model, and we therefore prefer the transmission model over a factor model. The parsimony is reflected in a lower AIC for the transmission model than for the factor model, suggesting a better fit of the transmission model. It should be noted that the difference between the models is small and that our preference for the transmission model is based solely on parsimony. A transmission model for the genetic influences on internalizing behavior, though, implies that genetic influences are transmitted from one age to the previous age. Further new genetic influences seem to be significant at each age. A result of this model is that stability and change are caused by transmitted and innovative genetic influences, respectively. If the common factor model was preferred for the additive genetic influences on internalizing behavior, A also would account for stability and change. However, the autoregressive properties of the transmission model imply that new genetic influences build on earlier influences, whereas this transmission process cannot be captured in the liability model. A common factor model for shared environmental influences describes the process of one underlying shared environmental factor (with age-specific factor loadings) that influences internalizing behavior at all ages. So, shared environment is mainly important for stability in internalizing behavior over age. No sex differences in the magnitude of genetic and environmental influences are found for internalizing problem behavior.

For externalizing problem behavior (see Table 4), a model with a transmission structure for additive genetic influences and the saturated model for shared and nonshared environmental influences (Model 2) did not give a significantly worse fit than the full saturated model (Model 1), $\chi^2 = 9.344, \Delta df = 6, p = .16$. Further, shared environmental influences display a factor structure (Model 5). This implies that the developmental pattern of genetic and shared environmental influences on externalizing behavior is similar to the patterns found for internalizing problem behavior, with genetic influences accounting for stability and change and shared environmental influences mainly accounting for stability. For nonshared environmental influences on both internalizing and externalizing problem behavior, neither the transmission model nor the factor model gave a satisfactory fit. The implication is that the processes that account for the nonshared environmental contribu-
### Table 4

<table>
<thead>
<tr>
<th>Model</th>
<th>Internalizing</th>
<th>Externalizing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multivariate Model Fitting for Internalizing and Externalizing Problem Behavior at Ages 3, 7, 10, and 12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Compared to model</td>
<td>Δdf</td>
</tr>
<tr>
<td>ΔLL</td>
<td>df</td>
<td>df</td>
</tr>
<tr>
<td>Saturated model</td>
<td>77,086.981</td>
<td>29,285</td>
</tr>
<tr>
<td>A: Transmission structure</td>
<td>77,095.034</td>
<td>29,291</td>
</tr>
<tr>
<td>C: Factor structure</td>
<td>77,094.903</td>
<td>29,286</td>
</tr>
<tr>
<td>E: Transmission structure</td>
<td>77,102.743</td>
<td>29,291</td>
</tr>
<tr>
<td>E: Factor structure</td>
<td>77,092.403</td>
<td>29,289</td>
</tr>
<tr>
<td>C: Transmission structure</td>
<td>77,131.185</td>
<td>29,291</td>
</tr>
<tr>
<td>C: Factor structure</td>
<td>77,130.102</td>
<td>29,291</td>
</tr>
<tr>
<td>Simplified model</td>
<td>77,130.102</td>
<td>29,291</td>
</tr>
</tbody>
</table>

**Note.** A = additive genetic variance; C = shared environmental variance; E = nonshared environmental variance; Δdf = difference in degrees of freedom; ΔAIC = change in Akaike’s information criterion (%).

#### Notes
- The parameter estimates based on the best-fitting model for internalizing and externalizing problem behavior are represented in Figures 2 and 3. These figures clearly represent the transmission model for the genetic influences and the common factor model for shared environmental influences. The percentages of the total age-specific variance and the total between-age covariances explained by additive genetic, shared environmental, and nonshared environmental factors based on the best-fitting reduced models are presented in Table 5. In Table 5, the total genetic variance at each specific age is decomposed into variance due to innovation and variance due to transmission from a previous age. In this way, the part of the additive genetic influences that accounts for change and the part that accounts for stability in childhood psychopathology are quantified. The total shared environmental variance is decomposed into variance due to the common underlying factor and variance due to age-specific shared environmental influences. The total nonshared environmental variance is decomposed into variance specific to a certain age and variance as a result of nonshared environmental factors from a previous age. A decrease in additive genetic effects and an increase in shared environmental effects are observed for internalizing problem behaviors (e.g., A for internalizing at age 3 = 59%; A for internalizing at age 12 = 37%). These influences seem to stabilize from age 7 onward. For externalizing behavior, less change in additive genetic and shared environmental influences is observed, although an increase in additive genetic influences for boys between ages 3 and 10 can be seen in Table 5.

In Table 5 (off-diagonal), the influences of additive genetic, shared environmental, and nonshared environmental influences on the covariances are important. Stability, represented by these covariances, can be explained both by additive genetic and shared environmental influences. However, as mentioned before, genetic influences operate by a transmission process, whereas shared environmental influences are best described by one underlying factor. Nonshared environmental influences seem to be of no significance for stability in problem behavior, which is represented by very low influences on the covariances. The only exception is the covariance between ages 10 and 12 for internalizing behavior, 22% of which is accounted for by nonshared environmental influences. On average, 47% of the stability of internalizing behavior over the years ([52% + 43% + 32% + 51% + 40% + 38%] / 6) can be explained by additive genetic factors, 43% of this stability can be explained by shared environmental factors, and the remaining 10% can be explained by nonshared environmental influences. For externalizing behavior in both boys and girls, though, additive genetic factors seem to be the main source of stability. For externalizing behavior in boys, 67% of the stability is explained by additive genetic factors. Twenty-seven percent and 6% of the stability are explained by shared and nonshared environmental influences, respectively. For externalizing problem behavior in girls, 53% of the stability over the years is explained by additive genetic factors. Shared environmental influences account for 40% of the stability, and 7% is explained by nonshared environmental influences.
Discussion

To understand the development of internalizing and externalizing problem behavior, we used structural equation modeling techniques in a large longitudinal sample of Dutch twins. This longitudinal study with large sample sizes and four measurement occasions gave us the unique opportunity to distinguish between a transmission process and a common factor process underlying the genetic and environmental influences on internalizing and externalizing problem behavior throughout childhood. The transmission model assumes that successive levels of functioning were causally linked and that earlier experiences and/or genetic effects affected later maladjustment. The factor model related continuity in problem behavior to stable underlying environmental and/or genetic factors.

Phenotypic Stability

Our phenotypic correlation structure is consistent with phenotypic stability coefficients reported in large-scale longitudinal studies. Verhulst and Van der Ende (1992a, 1992b) studied stabilities in problem behavior in a sample of 936 Dutch 4- to 11-year-old children. Their study is especially interesting because the children were almost in the same age range and from the same Dutch population as the children described in the present article. The average observed stability coefficients for the 2-, 4-, and 6-year time intervals were, respectively, .53, .48, and .42. The stability coefficients in our study and in this previous comparable study suggest a transmission pattern as the underlying developmental process. However, the stability between the distinct ages is higher than would be expected solely on the basis of a transmission structure. This same pattern of stability coefficients was also found in a national sample of 16,000 British children at ages 7, 11, and 16 years (Ghodsian et al., 1980). In comparison with the present study, though, those children were somewhat older, and the interval covered the onset of puberty and the transition to high school. The previous studies could not distinguish between genetic and environmental influences on the developmental process. These different sources of variances may display a distinct developmental pattern. An important feature of the present longitudinal twin studies is that they offer an opportunity to investigate the developmental pattern of each source of variance independently.

Developmental Patterns and Stability

Stability in the development of internalizing problem behavior can be explained by additive genetic transmission factors accounting for 43% of the stability on average. Another factor explaining stability in the development of internalizing problem behavior is an underlying common factor for shared environmental influences accounting for 47% of the total stability over the years. Ten percent of the stability of internalizing problem behavior over the years is accounted for by nonshared environmental factors. Change is mainly accounted for by nonshared environmental influences. Genetic innovation factors and small but significant age-specific influences of shared environment account for some change as well.

A comparable pattern for stability is found for externalizing problem behavior. Stability is explained by additive genetic trans-

![Figure 2](image-url). The best-fitting model for internalizing problem behavior (INT3, INT7, INT10, and INT12 = internalizing problem behavior at ages 3, 7, 10, and 12, respectively), with a transmission structure for additive genetic (A) factors, a common factor with age-specific influences for shared environmental (C) factors, and a Cholesky decomposition for nonshared environmental (E) factors. (Note that the variance of all latent factors is fixed to unity.)
mission factors accounting for 67% of the stability over the years, on average, for boys and 53% of the stability over the years, on average, for girls. Stability is further accounted for by a common shared environmental factor explaining 27% and 40% of the total stability for boys and girls, respectively. Change in externalizing behavior in both boys and girls can be mainly explained by nonshared environmental influences. Genetic innovations and age-specific shared environmental influence account for some change in externalizing problem behavior over the years. It is generally acknowledged that for univariate analyses, at one age only, most environmental influences are of the nonshared type and that shared environmental influences are rather small (Plomin & Daniels, 1987; Rowe, Woulbroun, & Gullwy, 1994). In the present study, this was found for shared and nonshared environmental influences at age 3. An increase in shared environmental influences, though, was observed at older ages. Further, the results suggest that for continuity in problem behavior, shared environmental influences are more important than nonshared environmental influences.

The finding of a transmission structure for additive genetic influences in this study explains the finding of the developmental pattern in the phenotypic correlation. This transmission pattern for additive genetic factor accounts for the lower cross-correlations for longer intervals. The higher-than-expected stability between the distinct ages that is based solely on a transmission structure, though, can be explained by the common underlying factor for shared environmental influences. It should be noted that the distinction between a transmission model and a liability model for additive genetic factors on internalizing behavior is based solely on parsimony, which indicates that further research is necessary to investigate the developmental mechanism for genetic influences on internalizing behavior.

Several authors have pointed out that although all genes are present from conception onward, this does not necessarily imply that genetically influenced traits are stable over time (Plomin, 1986; Wilson, 1986). This is because not all genes are important all the time, and the effects of specific subsets of genes may be age dependent. Further, the idea of transmission is quite common and is present in many developmental theories such as psychoanalytic theory or attachment theory (Lamb & Nash, 1989). In addition, developmental concepts such as critical periods or developmental tasks also refer to a process in which outcomes of certain phases affect future function. No previous study found this transmission to be accounted for by genetic factors rather than environmental influences.

A common factor for shared environmental influences on internalizing and externalizing problem behavior was found. Our study indicates, though, that besides a continuing influence of shared environmental factors, age-specific influences are present. These age-specific effects were significant, but the proportion of variance explained was much smaller than the proportion explained by the shared environmental factor common to all ages. This common factor could be accounted for by stable familial factors such as socioeconomic status, as this important shared environmental aspect is not sensitive to large changes over a time span of 9 years. Aspects outside the family environment, such as friends or being a member of a sports club or school, might also cause similarities between two children of a twin pair during childhood but could be age specific rather than continuous throughout development (Har-
Table 5
Percentages of the Total Variances (Diagonal) and Covariances (Off-Diagonal) (With Their 95% Confidence Intervals) for Internalizing and Externalizing Problem Behavior Explained by Additive Genetic (A), Shared Environmental (C), and Nonshared Environmental (E) Components Based on the Best-Fitting Models

<table>
<thead>
<tr>
<th>Age</th>
<th>A</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 years</td>
<td>7 years</td>
<td>10 years</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internalizing boys</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 years</td>
<td>.59 (.54–.63)</td>
<td>.13 (.09–.17)</td>
<td>.00/13</td>
</tr>
<tr>
<td>7 years</td>
<td>.52 (.45–.62)</td>
<td>.44 (.38–.50)</td>
<td>.38/06</td>
</tr>
<tr>
<td>10 years</td>
<td>.43 (.32–.55)</td>
<td>.51 (.43–.58)</td>
<td>.36 (.28–.43)</td>
</tr>
<tr>
<td>12 years</td>
<td>.32 (.23–.45)</td>
<td>.40 (.30–.50)</td>
<td>.38 (.28–.47)</td>
</tr>
</tbody>
</table>

| Externalizing girls |        |        |        |        |        |        |        |        |        |        |        |
| 3 years | .57 (.48–.64) | .27 (.25–.35) | .07/20 | .16 (.16–.18) |        |        |        |        |        |        |        |
| 7 years | .64 (.54–.73) | .59 (.53–.66) | .39/20 | .33 (.24–.41) | .26 (.19–.32) | .11/15 | .03 (.01–.06) | .15 (.14–.17) | .14/01 |        |        |
| 10 years | .66 (.56–.76) | .74 (.67–.81) | .65 (.59–.71) | .16/49 | .33 (.25–.45) | .19 (.12–.26) | .20 (.15–.27) | .07/13 | .01 (.00–.04) | .07 (.05–.09) | .15 (.14–.15) | .13/01 |
| 12 years | .57 (.45–.68) | .69 (.62–.78) | .73 (.64–.73) | .64 (.54–.73) | .16/48 | .38 (.31–.49) | .23 (.22–.33) | .18 (.11–.27) | .23 (.16–.23) | .05 (.02–.08) | .07 (.05–.10) | .08 (.06–.11) | .13 (.11–.15) | .09/04 |

| Externalizing boys |        |        |        |        |        |        |        |        |        |        |        |
| 3 years | .50 (.42–.58) | .32 (.24–.40) | .08/24 | .18 (.16–.20) |        |        |        |        |        |        |        |
| 7 years | .54 (.44–.64) | .59 (.52–.66) | .40/19 | .38 (.28–.43) | .27 (.27–.29) | .07/20 | .07 (.06–.09) | .14 (.13–.16) | .13/01 |        |        |
| 10 years | .45 (.43–.57) | .60 (.50–.70) | .45 (.36–.53) | .16/29 | .50 (.38–.59) | .32 (.31–.41) | .36 (.31–.45) | .11/25 | .06 (.03–.09) | .09 (.07–.11) | .19 (.17–.21) | .16/03 |
| 12 years | .44 (.34–.57) | .58 (.48–.66) | .58 (.46–.66) | .51 (.43–.61) | .13/.38 | .52 (.39–.63) | .33 (.23–.43) | .33 (.33–.44) | .33 (.33–.44) | .04 (.00–.07) | .09 (.06–.11) | .09 (.07–.12) | .16 (.13–.17) | .12/04 |

Note. In the pairs of italic numbers on the diagonals, the first number represents variance explained by age-specific influences, and the second number represents common influences specific to the underlying developmental mechanism.
An explanation for age-specific shared environmental influences at ages 7, 10, and 12 could be the change of teacher and classroom at every level in Dutch elementary schools. Information on whether both children of a twin pair had the same teacher or different teachers in a large sample of 7-, 10-, and 12-year-old twin pairs (based on unpublished data from the Netherlands Twin Register) indicated that in 63% of the cases, on average, both children of a twin pair were taught by the same teacher, whereas 37% went to separate classes. This ratio makes teacher or classroom environment a shared environmental influence for the majority of the children. Because in the Dutch school system, children move to a different teacher each school year, this results in a lack of continuity in this particular aspect of the shared environment. So these shared but age-specific experiences within the classroom may be represented by the age-specific factors specified as significant in the best-fitting model. Indications for considering the classroom and teacher as a shared environment in general are given by preliminary results (based on unpublished data from the Netherlands Twin Register) for a different phenotype (scholastic achievement) measured in a sample that overlapped with the sample used in the present study. The twin correlations for scholastic achievement measured with the CITO test (Eintoets Basisonderwijs 2002, 2002) in twins taught by the same teacher (MZ = .85; DZ = .63) indicated higher influences of shared environment than did the twin correlations for CITO in twins taught by different teachers (MZ = .78; DZ = .29). It should be noted that because only a minority of the twins went to separate classes, the zygosity groups used to calculate these twin correlations are small.

The finding in the present study that shared environmental influences are represented by a common factor and time-specific influences replicates the results of developmental studies in other areas (Bartels, Rietveld, Van Baal, & Boomsma, 2002). It indicates that there could be a very stable set of shared environmental influences that causes problems to persist over the years. Similar results seem to be suggested by a number of epidemiological studies showing that problems tend to continue in families with ongoing family adversity such as marital stress, negative maternal control, and maternal depression (Campbell, Marsh, Pierce, Ewing, & Szumowski, 1991; Egeland, Kalkoske, Gottesman, & Erickson, 1990; Richman et al., 1982). Thus, not family adversity as such but its persistence predicts chronic problems (Campbell, 1994). It should also be mentioned that although ongoing family adversity may indeed represent shared environmental influences, parts of its relation with continuity in problem behavior might be explained by genetic influences. This could be due to genetic factors that are shared by parents and children and influence both the family environment and children’s behavior (Braungart-Rieker, Rende, Plomin, DeFries, & Fulker, 1995; Plomin, 1995; Plomin, Reiss, Hetherington, & Howe, 1994; Rowe, 1981, 1983).

Nonshared environmental influences were substantial at each age and contributed mainly to change in children’s problem behavior. For the covariance between ages 7, 10, and 12 in internalizing behavior, however, nonshared environmental factors seem to be of significant influence. Possible examples of nonshared environmental influences include illness, trauma, fluctuations in mood and state, and peer group influences (Plomin & Daniels, 1987; Rowe et al., 1994). Findings from this study imply that these adverse experiences are important, and although they are mostly of a transient nature and children recover from them, sometimes they also exert long-lasting effects.

**Genetic and Environmental Influences**

In addition to investigating the underlying developmental patterns of genetic and environmental influences, this large longitudinal study gives reliable estimates of genetic, shared, and nonshared environmental influences on internalizing and externalizing problem behavior throughout childhood.

For internalizing behavior, no sex differences were found over the years. The relative importance of the additive genetic effects decreased from age 3 (59%) to age 7 (44%) but remained about the same from age 7 to age 10 (36%) and age 12 (37%). An increase in shared environmental influences was found. At age 3, shared environmental influences were small (13%), whereas at ages 7, 10, and 12, shared environmental influences were significant (age 7: 28%; age 10: 34%; age 12: 37%). An explanation for the presence of change between ages 3 and 7 and the relatively small changes between ages 10 and 12 could be that the 3–7-year age interval includes children’s transition to school. During this transition, children must cope with many new demands such as meeting academic challenges, learning school and teacher expectations, and adjusting to the daily routine of a school class (Barth & Parke, 1993; Cowan, Cowan, Schultz, & Heming, 1994; Ladd & Price, 1987). An important aspect of this transition is the development of social relations with other children (Asher, 1990; Schneider, 1993). Although multiple pathways can be involved, poor relations with peers have been shown to be a powerful predictor of behavior and emotional problems later in life.

One explanation for the increase in the influence of shared environment is that if parents are only able to guide the child’s behavior when he or she is able to understand other people’s values and can direct his or her behavior accordingly, then shared environmental influences are more likely to be found in older children. However, it may be important to realize that shared environment is not necessarily confined to the home environment. For instance, there are indications that these environmental effects are shared not only by siblings but also by cousins (Van den Oord & Rowe, 1998, 1999). This suggests that shared environment reflects the wider community in which families are embedded as well (Bronfenbrenner, 1979; Parke & Kellam, 1994, p. 3). This point has also been stressed by Harris (1995), who argued that we should think about environmental effects in terms of group processes in which peers play an important role. That is, phenomena such as within-group assimilation and between-groups contrast, which increase the homogeneity of behaviors within groups and widen differences between social groups, could show up as shared environment in behavior genetic analysis.

For externalizing behavior, sex differences were found. For boys, a small increase in additive genetic effects was found from age 3 (57%) to age 12 (64%). A complementary small decrease in shared environmental influences was observed, explaining 27% of the variance at age 3 and 23% of the variance at age 12. For girls, the influences of genetic and environmental factors remained relatively stable over the years. For both boys and girls, nonshared environmental influences were found at ages 3, 7, and 10 years. Thus idiosyncratic experiences seem to be important in explaining both preschool and school-age children’s problem behaviors.
Limitations of the Study and Clinical Implications

Aspects of contrast effects and rater bias need to be considered in studying the etiology of childhood psychopathology using twin pairs and parental ratings. A previous cross-sectional study on contrast effects for attention problems in a comparable sample of Dutch twins detected a rater contrast effect at age 3. The authors hypothesized that the contrast effect represented a maternal rater bias effect that was dependent on the age of the twins (Rietveld, Hudziak, Bartels, van Beijsterveldt, & Boomsma, 2003). Further, a study in an overlapping sample of 3-year-old Dutch twin pairs showed evidence of sibling interaction for externalizing behavior. The interaction proved to be in a cooperative manner, with twins reinforcing each other’s behavior (Van der Valk, Verhulst, Stroet, & Boomsma, 1998). To gain insight into the influences of contrast effects on internalizing and externalizing problem behavior, we fitted cross-sectional models taking this interaction parameter into account for internalizing and externalizing problem behavior at ages 3, 7, 10, and 12. For internalizing behavior in girls at age 7 (b = .07) and for externalizing behavior in both girls and boys at age 3 (b = .11) only, significant influences of a contrast effect were found. Because these were the only significant finding, contrast effects were not considered in the longitudinal modeling procedures.

An explanation for the significance of shared environmental influences, or at least part of it, could be rater bias. Sources of rater bias include stereotyping, using different normative standards, or having certain response styles, that is, judging problem behaviors more or less severely. We expect that rater bias in this sense will be a continuous process that influences the ratings at all ages. Less obvious, but not erasable, is the fact that these types of bias may change over time; for instance, mothers change their opinions on certain kinds of behavior, leading to a change in rating style. This change of rating style could show up as age-specific shared environmental influences at the distinct ages. In order to solve this uncertainty about continuous or age-specific influences of shared environmental influences and to distinguish “real” shared environmental influences from rater bias, longitudinal psychometric models, making use of mother and father ratings, should be used. These models assume that in addition to assessing similar aspects of the child’s behavior, each parent assesses a unique aspect of his or her child’s behavior. This results in aspects of the child’s behavior being similarly assessed by both parents, representing “real” unbiased behavior, as well as factors of rater bias and the unique views of each parent. If the shared environmental influences are a result of maternal rating style, it should show up in the unique shared environmental influences instead of in the shared environmental influences from behavior similarly assessed by both parents. Previous cross-sectional studies on the magnitude of rater bias on individual differences in internalizing and externalizing behavior in 3-, 7-, 10-, and 12-year-old twins indicate that influences of rater bias are small but significant, explaining about 10% of the total variance (Bartels et al., 2003, 2004; Van der Valk, van den Oord, Verhulst, & Boomsma, 2001; Van der Valk, van den Oord, Verhulst, & Boomsma, 2003b). It should be noted that the rater bias components of mothers and fathers could be correlated because of the combination of two mechanisms. First, parents tend to have similar levels of psychopathology. Significant spousal correlations are found for internalizing behaviors such as depression and anxiety as well as for externalizing behaviors such as antisocial behavior (Dufoi & Alperovitch, 2000; Krueger, Moffitt, Caspi, Bleske, & Silva, 1998; Mathews & Reus, 2001; Stallings et al., 1997). These correlations could result either from assortative mating or contagion/interaction effects. Second, levels of parents’ psychopathology affect ratings of problem behavior in their children. Several studies suggest that depression in mothers may lead to their overestimating their children’s symptomatology (Fergusson & Horwood, 1987). In one study (Breslau, Davis, & Prabucki, 1988), mothers who were depressed rated their children as showing a greater number of symptoms of all psychiatric syndromes. Like mothers’ reports, fathers’ reports of their children’s behavioral problems are influenced by their own level of psychological symptoms (Jensen, Traylor, Xenakis, & Davis, 1988; Phares, Compas, & Howell, 1989). Because this shared rater bias component will affect MZ and DZ twin correlations in the same way, it will show up as shared environmental effects on the common part of the parental ratings. The inclusion of measures of parental psychopathology or the use of different types of raters, such as teachers, will be helpful in accounting for these correlated rater bias effects. Teachers observe the behaviors of the child in a different setting, resulting in a more complete picture of the child’s behavior when both parental and teacher ratings are used. However, it should be mentioned that although the impact of contrast effects, rater bias, and assortative mating correlations could be significant, it is most often low, so we do not expect this phenomenon to significantly overshadow our results.

Further, our analyses were performed on a nonclinical sample. If one assumes that psychopathology is caused by environmental hazards or pathogenic genes that are qualitatively distinct from those that cause variation in the normal range (Rutter et al., 1990), our results would have little clinical importance. However, there is evidence that clearly suggests links between normal and abnormal behavior. First, several CBCL studies have shown correlations between behavior problem syndromes and Diagnostic and Statistical Manual of Mental Disorders diagnoses (Costello, Edelbrock, & Costello, 1985; Edelbrock & Costello, 1988; Ferdinand, Stijnen, Verhulst, & Van der Reijden, 1999; Kasius, Ferdinand, van den Berg, & Verhulst, 1997). This convergence indicates that behavior problem syndromes as studied in this article must be relevant for psychiatric conditions. Second, several studies supported the view that the sources of normal variation may also affect psychopathology in children and adolescents. So latent class analyses have been used to identify subgroups of individuals with normal or pathological behavior (Eaves et al., 1993; Hudziak et al., 1998; Neuman et al., 1999). Results tend to suggest that these groups differ in degree rather than in kind. Furthermore, using methods from item response theory, Van den Oord, Pickles, and Waldman (2003) found that liability distributions for behavior and emotional problems showed very little or no evidence of nonnormality. This also seems to suggest that psychopathology may often be an extreme on the same continuum that describes variation in the normal range. Thus, although we used a nonclinical sample, it can be argued that our longitudinal analyses are also important for understanding psychopathology.

Longitudinal behavior genetic analyses provide knowledge about the mechanisms underlying stability and change in problem behavior. Our finding of different developmental patterns for the distinct sources of variance has important implications for the
prevention of later maladjustment. The shared environmental influences, for instance, exert a continuous influence from their time of onset. So the children who continue to experience adverse shared environment are at risk for later maladjustment. For additive genetic influences, parts of previous effects are transmitted to later ages. However, the genetic influence is less static owing to new genetic influences that come into play at each age. Nonshared environmental influences seem to be important for age-specific behavior problems and have almost no developmental significance. This implies that influences of nonshared environment are important but that they are mostly of a transient nature and specific to a moment in time.

Further, this study emphasizes the use of results of behavior genetic studies instead of focusing solely on phenotypic studies. Multivariate behavior genetic analyses of patterns of problem behavior make it possible to divide disordered children into groups that have mainly a genetic, a shared environmental, or a nonshared environmental etiology to make the crucial differential diagnosis (see, e.g., Boomsma, Molenaar, & Orlebeke, 1990; Van den Oord et al., 2000). In combination with the knowledge about mechanisms that underlie stability and change and in combination with results of actual experimental intervention studies with random assignment and appropriate control groups, this division into groups can be useful. For instance, for both internalizing and externalizing problem behavior, continuing genetic and shared environmental effects were important for stability. When these results are generalized, it implies that children with high genetic liability or children who continue to experience an adverse shared environment are especially at risk for later maladjustment. Future research could investigate whether for these children, a wait-and-see policy would be inappropriate and an active intervention would be required.
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