Top–down and bottom–up processes in speech comprehension
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Speech comprehension includes both bottom–up and top–down processes, and imaging studies have isolated a frontal–temporal network of brain areas active during speech perception. However, the precise role of the various areas in this network during normal speech comprehension is not yet fully understood. In the present fMRI study, the signal-to-noise ratio (SNR) of spoken sentences was varied in 144 steps, and speech intelligibility was measured independently in order to study in detail its effect on the activation of brain areas involved in speech perception. Relative to noise alone, intelligible speech in noise evoked spatially extended activation in left frontal, bilateral temporal, and medial occipital brain regions. Increasing SNR led to a sigmoid-shaped increase of activation in all areas of the frontal-temporal network. The onset of the activation with respect to SNR was similar in temporal and frontal regions, but frontal activation was found to be smaller than temporal activation at the highest SNRs. Finally, only Broca’s area (BA44) showed activation to unintelligible speech presented at low SNRs. These findings demonstrate distinct roles of frontal and temporal areas in speech comprehension in that temporal regions subserve bottom–up processing of speech, whereas frontal areas are more involved in top–down supplementary mechanisms.
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Several neuroimaging studies on the processing of auditory stimuli in the human brain have demonstrated a hierarchical organization of the temporal lobe. The processing of relatively simple stimuli (e.g., tones) is associated with activation in the primary auditory cortex (Heschl’s gyrus [HG]) and the planum temporale (Binder et al., 1996, 2000), and the processing of more complex auditory stimuli such as speech is associated with activation in the superior temporal gyrus (STG) (Binder et al., 1994) and in particular the anterior superior temporal sulcus (STS) (Belin et al., 2000; Binder et al., 1994, 1996; Crinion et al., 2003; Price, 2000; Scott et al., 2000; Sharp et al., 2004; Specht and Reul, 2003). Increased complexity of speech stimuli is associated with increased activation in these areas, whereas increased complexity of nonspeech stimuli is associated with increased activation in the primary auditory cortex and anterior STG (Benson et al., 2001). In general, the literature demonstrates a dorsal-to-ventral hierarchical organization of auditory processing, with ventral and anterior areas in the STS involved in the processing of speech and dorsal and posterior regions involved in auditory processing regardless of stimulus complexity (Scott et al., 2000).

Some studies investigating hemodynamic responses to auditory stimuli have also examined frontal brain regions. In particular, the left inferior frontal gyrus (IFG), including Broca’s area (Brodmann area [BA] 44 and BA45), seems to be involved in the processing of complex auditory stimuli. The data support a role for the left IFG in syntactic and phonological processing (Heim et al., 2003; Friederici et al., 2000). In addition, the area is associated with cognitive functions other than linguistic processing, such as working memory (Crinion et al., 2003; Müller et al., 2001; Specht et al., 2000).

The temporal and frontal areas involved in speech processing are highly connected; functional distinctions can be made between anterior and posterior routes connecting temporal and frontal brain regions (Scott and Johnsrude, 2003). The anterior route consists of the anterior belt and parabelt areas, the anterior STS, and ventrolateral and dorsolateral frontal cortex. In general, the anterior route seems predominantly involved in the processing of auditory patterns including speech, whereas the posterior route seems more involved in the processing of auditory spatial information (Rauschecker, 1998).

Specht and Reul (2003) have shown that intelligible words, when compared to sounds of animals and instruments, indeed activate an extended network of temporal and frontal regions. The intelligible speech used in that study differed from the other sounds on a number of parameters, so that activation in this network could be due to speech comprehension, but also to acoustic or phonetic speech-specific cues. To examine how speech comprehension affects activation in this frontal–temporal network, speech
Intelligibility should be varied while keeping acoustic differences between intelligible and unintelligible stimuli minimal. In a PET study, Scott et al. (2000) presented different types of speech stimuli with varying intelligibility. Intelligibility was manipulated by spectrally inverting (rotating) normal and “noise-vocoded” speech. Noise-vocoded speech is manipulated speech lacking phonetic features and intonation but is intelligible with some training. Rotated speech and rotated noise-vocoded speech are unintelligible. Activation in the anterior part of the STS was only observed during listening to intelligible speech, but the STG was activated regardless of the intelligibility of the speech (Scott et al., 2000). In an fMRI study extending these findings, Narain et al. (2003) observed that, in addition to the anterior STS, a region in the posterior temporal lobe also responded to intelligible speech. Sharp et al. (2004) also presented noise-vocoded speech in addition to normal speech. Activation evoked by making a semantic decision about the presented words was compared to activation while making a syllabic decision about the words. Semantic decision-making was shown to be associated with bilateral activation in the inferior temporal cortex (BA20), the temporal poles (BA38), and several frontal regions including BA9 and BA10.

In an fMRI study by Giraud et al. (2004), identical speech stimuli were presented that were unintelligible before training, but comprehensible with some effort after a training phase. Bilateral middle and inferior temporal regions were associated with speech comprehension. The left IFG (Broca’s area) was associated with the effortful search for phonetic cues after training (once the stimuli were potentially meaningful). The anterior cingulate, the right middle frontal cortex (BA9), and both anterior insulae were related to stimulus complexity and were also activated by speech stimuli that required auditory search.

The aim of the present study is to test whether these areas are also activated during the comprehension of normal speech. One way to vary normal speech comprehension without changing the type of stimulus is to manipulate the intensity level or signal-to-noise ratio (SNR) of speech presented in noise. Using normal speech with varying SNRs while simultaneously measuring intelligibility can identify brain areas specifically involved in the comprehension of normal speech.

Binder et al. (2004) measured BOLD responses to spoken syllables masked with five levels of noise. One of two syllables was defined as a target syllable for each participant. Participants had to choose as fast as possible which one of two sequentially presented syllables was the target syllable. Sound identification led to activation in the auditory association cortex covering the anterior middle of HG and adjacent STG. Surprisingly, they observed that some areas in the left IFG were increasingly active with decreasing SNR. The authors suggest that this may reflect the enhanced activation of internal representations of speech sounds (articulatory- or sound-based) as a template against which the stimuli were matched. It remains unclear whether a similar process takes place during normal speech comprehension.

Davis and Johnsrude (2003) aimed to distinguish areas in the frontal–temporal network involved in the bottom–up acoustic analysis of speech from areas involved in more higher-level, top–down linguistic processes. Several types of distorted speech were presented; each type was presented at three levels of intelligibility determined during a pilot study. Activation in bilateral temporal regions (auditory belt and parabelt areas) was correlated with intelligibility and dependent of the type of distortion. Activation in the region surrounding these areas (parabelt and more distant polymodal cortex) and activation in inferior frontal cortex were also correlated with intelligibility, but independent of the type of distortion. The authors suggest that the distortion-dependent areas are involved in the acoustic analysis of speech, whereas the distortion-independent areas are involved in speech processing at more abstract levels of representation. In addition, brain areas were identified in which activation increased as intelligibility decreased; a left lateralized frontal and temporal lobe system showed this profile. Davis and Johnsrude (2003) suggested that the distortion-independent frontal lobe areas that were increasingly activated by distorted speech are likely to be involved in nonacoustic compensatory mechanisms. In addition, they related increased activation in the distortion-dependent temporal lobe areas to the increased allocation of attention to speech input. Finally, another distortion-dependent area (frontal operculum) also showed increased activation with more degraded speech, but the study did not allow assessing the precise function of this region.

Although this study provides more insight into the specific role of areas in the frontal–temporal network involved in the bottom–up and top–down processing of speech, only three intelligibility levels were used for each type of distortion. Here, we present normal speech with a wider, more continuous range of intelligibility levels. In addition, unintelligible speech is included to enable a more direct association between brain activation and speech intelligibility. Colder and Tanenbaum (1999) also included speech in noise presented at relative low SNRs and tried to identify temporal lobe areas responding differently to detected words in noise compared to noise alone. However, word comprehension was not measured, some conditions included only very few trials, and the possibility of response biases or errors was not taken into account.

In summary, several studies have used speech stimuli masked with distinct levels of noise in order to manipulate speech intelligibility (e.g., Binder et al., 2004; Davis and Johnsrude, 2003; Colder and Tanenbaum, 1999; Scott et al., 2004). However, in these studies, only a limited range of SNRs were presented and comprehension was not always measured independently, so that detailed knowledge of the relationship between SNR, speech intelligibility, and activation of different regions in the frontal–temporal network is still limited.

The present study examined how the intelligibility of speech presented in noise affects the activation of brain areas involved in speech perception. To identify brain areas involved in speech perception, brain activation evoked by listening to sentences presented in noise was compared to activation evoked by listening to noise alone. The activation evoked by each sentence-in-noise stimulus was measured using an fMRI sparse-sampling paradigm. Speech intelligibility was examined by asking participants to identify (four-alternative forced choice) each stimulus directly after its presentation. In addition, directly following the scanning session, participants performed a surprise recognition task in order to determine their ability to recall the previously presented sentences. This task served as a control for the identification task performed during the scanning session. When participants erroneously misidentified a sentence during the scanning session (i.e., accidentally pressed the wrong button), they may recognize the sentence afterwards. Alternatively, correct guesses during identification will most likely not be remembered as heard sentences. We used a combination of identification and recognition in order to determine the intelligibility of each speech-in-noise stimulus (e.g., Plomp and Mimpen, 1979, Versfeld et al., 2000) in the MRI scanner.
Methods

Participants

Participants were 10 adults (4 males) aged 20–26 years (mean age was 22.7 years). All were right-handed on the Dutch ‘Classificatie van links- en rechtshandige proefpersonen’ (Classification of left- and right-handed subjects) (Van Strien, 1992) and were native speakers of Dutch. They did not report any hearing problems or a history of neurological disease. All participants provided written informed consent in accordance with the Ethical Committee of the VU University Medical Center, Amsterdam, The Netherlands.

Stimuli and tasks: scanning session

At the beginning of each trial, a red fixation cross appeared on the screen, indicating the start of the auditory stimulus 2000 ms later. The cross disappeared at the start of the binaurally presented auditory stimulus. This could be either a speech-in-noise or a noise-alone stimulus. Participants were unaware of the fact that noise-alone stimuli were presented; noise-alone stimuli could not be differentiated from speech-in-noise stimuli with the lowest SNRs, and participants had to perform the same task for each stimulus. Speech-in-noise stimuli consisted of a spoken sentence masked with noise. The sentences were selected from a list of 507 everyday Dutch sentences of eight or nine syllables read by a female speaker (Versfeld et al., 2000).

For each participant, 48 of a total of 192 speech-in-noise trials were randomly selected during the experiment and replaced with noise-alone trials. The maximum number of successive noise-alone trials was two in order to prevent the task becoming too monotonous. The SNRs of the 144 remaining speech-in-noise trials ranged from −35 dB to 0 dB (4 participants) or from −30 dB to +5 dB (6 participants). These ranges covered unidentifiable to intelligible speech and resulted in the correct identification of approximately 50% of the presented sentences (which was determined during pilots in which the same identification task was presented). The noise level was fixed at 80 dB SPL; changing the intensity level of the spoken sentences varied SNR. This procedure ensured that the noise level at the beginning of a trial did not predict the SNR of the upcoming sentence. SNRs were created by dividing the SNR range (35 dB) by the number of speech-in-noise trials (144). The SNR of each speech-in-noise trial was randomly selected for each participant (without replacement). The sentence order was fixed across participants.

Noise with the long-term average spectrum of the speech served as mask (Versfeld et al., 2000). Noise onset was 500 ms before sentence onset, noise offset was 500 ms after the end of the sentence, and stimulus duration was 3000–4000 ms.

Noise-alone trials consisted of the same masking noise as used in the speech-in-noise trials. The duration of the noise was based on the duration of the speech-in-noise stimulus that was replaced by the noise-alone stimulus, resulting in noise-alone stimuli with the same length as speech-in-noise stimuli (3000–4000 ms).

Finally, all stimuli were prefilled in order to correct for the transfer function of the auditory transducer headset (for details of the transducer see the MRI procedures section). The transfer function was measured with a 2 cm³ coupler.

Functional activation was imaged 5500 ms after the beginning of each auditory stimulus. After the acquisition of the MRI volume (lasting 2000 ms), four response alternatives were visually presented on the screen. Participants responded by pressing the button corresponding to the sentence they had just heard. They were instructed to make a response on each trial. The four alternatives were numbered and presented on separate text lines; the right index finger corresponded to the uppermost response alternative, and the right little finger corresponded to the lowest alternative. The correct alternative (speech-in-noise trial) was randomly presented at one of the four possible locations. Participants had a maximum of 7000 ms to respond, and a time bar located at the bottom of the screen indicated the progression of the response time. After a response, or after the available response time, the response alternatives disappeared and the screen remained black until a fixation cross indicated the beginning of the next trial. The duration of this black screen consisted of the response time left over after the response, plus 3500 ms. Each trial lasted 20 s, and the 192 trials were presented in six blocks of 32 trials, each lasting 10.7 min. At the end of each block, participants were allowed a few minutes of rest.

This paradigm allowed stimulus presentation during quiet periods between scans and imaging of the peak of the BOLD response evoked by the auditory stimuli. The 20 s interval between scans prevented the imaged BOLD response from being confounded by the auditory stimulus and the scanner noise of the previous trial (sparse sampling paradigm) (Belin et al., 1999; Zatorre and Binder, 2000).

The four visually presented response alternatives consisted of the auditorily presented sentence (speech-in-noise trial) and three false alternatives. These alternatives were chosen from equivalent sets of sentences: subsets from Versfeld et al. (2000) and Plomp and Mimpen (1979). The selection of the false alternatives was based on the number of syllables, intonation, and tempo of the auditorily presented sentence, in such a manner that differences between alternatives were minimal. In addition, the contents of the sentences were taken into account; nouns and verbs in each alternative did not occur in any of the other sentences presented simultaneously. Thus, the false alternatives were similar to the auditorily presented sentence regarding the number of syllables, intonation, and tempo, but different regarding the words and contents of the sentence. This prevented participants from making a correct response based on information other than identified syllables or words, but once a (part of a) word was identified it was easy to choose the correct alternative. Thus, when an incorrect alternative was chosen, it was likely that the participant had been unable to identify any of the speech in the noise.

MRI procedures

Brain imaging was performed on a 1.5 T Siemens Sonata scanner (Siemens Medical Systems, Erlangen, Germany) equipped with a head volume coil. Functional volumes consisted of 20 near axial slices acquired using an EPI sequence with the following parameters: repetition time = 20 s, echo time = 60 ms, slice scan time = 2000 ms, flip angle = 90°, slice thickness = 5 mm, slice gap = 1 mm, acquisition matrix = 64 × 64 pixels, in-plane resolution = 3.3 × 3.3 mm. Images were on-line motion corrected.

After the functional imaging session, a three-dimensional structural scan was made using a T1-weighted MP-RAGE sequence with the following scanning parameters: repetition time = 2730 ms, echo time = 3.43 ms, inversion time = 1000 ms, flip angle = 7°, sagittal slice thickness = 1 mm, acquisition matrix = 224 × 256 pixels, in-plane resolution = 1 × 1 mm.
A notebook personal computer controlled stimulus presentation and response acquisition. Sound signals were generated with a Yamaha DS1 internal Sound Card (Yamaha, Hamamatsu, Japan). Stimuli were presented binaurally through an MRI-compatible STAX SR-001 MK2 electrostatic headset (STAX LTD., Saitama, Japan), connected with 15 cm plastic tubes coupled to the ear with foam earplugs for reduction of scanner noise. Visual stimuli were back-projected (Liesegang dv305, Düsseldorf, Germany) onto a screen that was viewed by the participants through an angled mirror positioned on top of the head coil. Participants responded by pressing fiber-optic buttons (Lumitouch Photon Control, Burnaby, Canada). Prior to the presentation of the first block of stimuli, participants were given a practice block to get familiar with the stimuli, response buttons, and their position in the scanner.

Stimuli and tasks: recognition task

Approximately 15 min after the end of the scanning session, participants performed a surprise recognition test in another, soundproof room. The test was controlled by a personal computer. Signals were generated with a Creative SoundBlaster Sound Card (Creative Technology Ltd., Singapore, Singapore) and were presented binaurally through Sony MDR-V99 headphones (Sony, Tokyo, Japan).

Stimuli consisted of 288 sentences; 144 sentences were those presented auditorily during the scanning session (termed old sentences), the other 144 sentences were not previously presented. These new sentences were chosen from the same subset as the old sentences (Versfeld et al., 2000); none of them was used as a response alternative in the identification task. The order of the sentences was random, the intensity level of the sentences was 70 dB SPL, and no masking noise was present.

After each stimulus, three labeled buttons located below each other appeared on the computer screen, and participants responded by clicking one of them with the mouse. The top button was labeled: “I haven’t heard this sentence before” (“ik heb deze zin niet eerder gehoord”). This response will be referred to as a no-response. The second button was labeled: “I think that I have heard this sentence before” (“ik denk dat ik deze zin eerder gehoord heb”); this response will be referred to as a familiar response. The lowest button was labeled: “I know for sure that I have heard this sentence before” (“ik weet zeker dat ik deze zin eerder gehoord heb”); and this response will be referred to as a recall response. Participants were instructed to make a no-response when they experienced no feelings of familiarity during listening to the sentence. They were instructed to make a familiar response if they experienced some familiarity although were not able to recollect the sentence’s occurrence during the scanning session. Finally, participants were instructed to make a recall response only if they were able to recollect the sentence’s occurrence during scanning. After each response, the next stimulus was presented immediately. Duration of the recognition task was 30–45 min.

Behavioral analysis

Trials were coded depending on responses to speech-in-noise stimuli during the scanning session (identification task) and responses to old sentences during the recognition session. We defined intelligible sentences as sentences that were identified and recognized (Id+Rec+). Recognized sentences were the sentences to which a recall or a familiar response was made during the recognition task. We defined unintelligible sentences as sentences that were neither identified in the scanning task nor recognized afterwards (Id–Rec–). We constrained the category of intelligible sentences to those that were both identified and recognized in order to deal with the possibility of correct guesses during on-line identification. A frequently used measure of speech intelligibility is reproducibility (e.g., Plomp and Mimpen, 1979; Versfeld et al., 2000), which involves both identification and memory, and this combination of identification and recognition most closely resembles speech reproduction in a situation where speaking is undesirable.

To enable comparisons between specific subsets of intelligible and unintelligible sentences, a further subdivision of the Id+Rec+ and Id–Rec– categories was made based on the SNR of the sentences. We calculated the mean (over subjects) percentage of the sentences that were intelligible (Id+Rec+) for each SNR, sorted this percentage with increasing SNR, smoothed it with a moving average of 7 data points wide, and determined the SNR at which this percentage first exceeded chance level, for the SNRs above –30 dB (SNRs for which data of all participants were available). Chance level for identified and recognized sentences is 0.17 (chance level of the identification task times the chance level of the recognition task, i.e., 0.25 * 0.67). We refer to the SNR at which the percentage intelligible sentences first exceeded chance level as the chance-threshold. We then determined the SNR at which the percentage intelligible sentences first exceeded 70%, which we defined as the high-intelligibility threshold.

Sentences were divided into four categories. The first category contained unintelligible sentences that were presented at SNRs below the chance-threshold. These sentences will be referred to as LOW−. The second category contained unintelligible sentences presented at intermediate SNRs, that is, SNRs that exceeded the chance-threshold but were below the high-intelligibility threshold. These sentences will be referred to as MID−. The third category contained intelligible sentences at intermediate SNRs, that is, SNRs that exceeded the chance-threshold but were below the high-intelligibility threshold. These sentences will be referred to as MID+. The fourth category consisted of intelligible sentences that were presented at SNRs that exceeded the high-intelligibility threshold. These sentences will be referred to as HIGH+.

A fifth category contained the noise-alone trials. The remaining sentences with ambiguous responses (i.e., sentences to which no response was made during the identification task, sentences that were identified and not recognized afterwards, and sentences that were not identified but recognized afterwards) were omitted from the analyses.

fMRI analysis

Preprocessing and statistical analysis of MRI data was performed using BrainVoyager 2000 software (Brain Innovation, Maastricht, The Netherlands). Preprocessing involved linear trend removal and three-dimensional spatial smoothing of each functional volume with a Gaussian kernel of 6 mm. Functional volumes were manually coregistered to the individual three-dimensional structural scans, resampled, and transformed into Talairach space (Talairach and Tournoux, 1988; Goebel et al., 2001).

Whole brain analysis

fMRI data were first analyzed for the whole brain and then specifically for a number of regions of interest (ROIs). The whole
brain analysis served to identify brain regions that were more active during listening to intelligible speech in noise compared to listening to noise alone.

A multirun/multisubject design matrix was created specifying categories for each run and subject (e.g., Friston et al., 1999). Noise-alone trials were used as baseline in an initial fixed effects General Linear Model analysis. Constant term predictors (signal level confounds) were added for each run, and the voxel time courses of each run were z-transformed in order to stabilize their variances. The statistical threshold for the whole brain analysis was \( P = 0.05 \) (Bonferroni corrected).

### ROI analyses

The whole brain analysis identified regions responding stronger to intelligible speech in noise than to noise alone. ROI analyses were then performed to reveal the details of the relationship between speech intelligibility and brain activity. ROIs were defined based on the whole-brain activation obtained in the HIGH+ category. Peaks of activation in each region were located, and significant voxels surrounding those peaks were selected and defined as ROIs. ROIs were limited in size (maximal 20 × 20 × 20 mm) in order to prevent voxels from being selected in multiple ROIs. Signal time courses were averaged and z-transformed for each ROI and run, and beta weights were obtained for each category and participant. These beta weights reflect the standardized strength of the neural response to stimuli in the various categories. For each ROI and category, the beta weights were then tested across participants with one-sample \( t \) tests (random effects analyses) to identify population responses to the speech-in-noise stimuli in the different categories. In addition, we directly compared the activation evoked by intelligible speech to the activation evoked by unintelligible speech for the mid-range of SNRs presented. That is, for each ROI, the beta weights of the MID+ category were compared to the beta weights of the MID− category with paired-sample \( t \) tests (random effects).

### Results

#### Behavioral results

The SNR at which the mean percentage intelligible sentences first exceeded 16.67% (i.e., the chance-threshold) was −20.95 dB SNR. The SNR at which this percentage first exceeded 70% (i.e., the high-intelligible threshold) was −3.1 dB. Descriptive statistics for the four categories are given in Table 1.

We compared our behavioral data to those of Versfeld et al. (2000) who used the same stimuli but used reproduction as a measure of speech intelligibility. They found that 70% of the sentences can be completely reproduced when presented at −2.9 dB SNR. This is very close to our high-intelligibility threshold of −3.1 dB, supporting our classification of identified and recognized sentences as intelligible. We also fitted psychometric functions to the data of individual subjects and estimated the SNR at which 50% of the sentences were intelligible (i.e., were identified and recognized). The average of these estimated SNRs was −5.11 dB SNR. Versfeld et al. (2000) observed that the SNR at which 50% of these sentences can be correctly reproduced is −4.11 dB SNR, which again is close enough to support the current definition of intelligibility.

Participants were not encouraged to respond quickly, but they were instructed to make a response within the available response time. Reaction times were about 4500 ms for SNRs below −10 dB and then decreased almost linearly to about 1600 ms for SNRs of +5 dB.

#### Whole brain results

The whole brain analysis enabled us to identify brain regions responding to intelligible speech (statistical threshold \( P = 0.05 \), Bonferroni corrected). Compared to noise alone, intelligible speech in noise (i.e., HIGH+ stimuli) activated regions in the bilateral temporal cortex, the left frontal cortex, and medial occipital cortex. The coordinates of the activation peaks, the average \( t \) values, and the volumes of the activated regions are given in Table 2, and the areas are illustrated in Fig. 1.
Frontal activations

Frontal activation consisted of three foci in the left hemisphere: pars opercularis (BA44) and pars triangularis (BA45) of the left IFG, and the left middle frontal cortex (mostly BA9). BA44 and BA45 are subregions of Broca’s area.

Temporal activations

There were large areas of significant activation in both the left and right superior temporal lobe. The activation in the left hemisphere was larger and slightly more posterior than the activation in the right hemisphere. Significant activation was found in both anterior (BA22, BA38, BA41, and BA42) and posterior regions (BA22) of the left temporal lobe during listening to intelligible speech (i.e., HIGH+ stimuli). Significant activation evoked by intelligible speech was also observed in the anterior region of the right temporal lobe (BA22, BA38, and BA42).

Occipital activations

Intelligible speech evoked bilateral activation in the lingual gyrus (BA18/19).

ROI results

Based on the activation foci observed during listening to HIGH+ stimuli (see Table 2), nine ROIs were defined. The ROIs are illustrated in Fig. 1, together with the amount of activation obtained in all categories in the seven frontal and temporal ROIs (lower left panel).

For each participant and category, beta weights for the frontal and temporal ROIs were obtained and tested against zero across
participants with one-sample \( t \) tests (random effects, \( P < 0.05 \)) in order to determine the response within these regions to the stimuli in the four categories. The means, standard deviations, and the significance of the beta weights are given in Table 3. As was expected from the whole brain analysis, HIGH+ sentences led to highly significant activation also in these random-effects ROI analyses. Stimuli in the MID+ category also evoked significant activation in all ROIs and stimuli in the MID− category evoked activation in the seven frontal and temporal ROIs. Finally, unintelligible speech presented at low SNRs (i.e., the LOW−/C0 category) evoked significant activation only in the pars opercularis of the left IFG (BA44). The lingual gyri were not further analyzed because the activation observed in this region most likely reflects processes not directly associated with the intelligibility of the speech, such as visualization of the potential graphic structure of the words (cf. Démondet et al., 1994).

Finally, the activation evoked by intelligible speech in the MID+ category was directly compared to the activation evoked by unintelligible speech in the MID−/C0 category. Intelligible speech evoked significantly (random effects, \( P < 0.05 \)) more activation in the temporal regions of both hemispheres. Furthermore, region BA45 of the left hemisphere was significantly more activated in response to intelligible speech as compared to unintelligible speech.

### SNR analyses

Note that the standardized activation during listening to intelligible speech (both in the HIGH+ and MID+ categories) in the frontal ROIs is only about 60% of the standardized activation observed in temporal ROIs (i.e., for HIGH+, the mean betas are 1.38 for temporal and 0.84 for frontal regions; for MID+, they are 0.83 for temporal and 0.50 for frontal regions). The lower beta weights in frontal regions reflect the fact that these regions were relatively less activated during listening to intelligible stimuli. There are a number of possible causes for these lower beta weights in frontal regions, including: (i) frontal regions may start responding to intelligible sentences only at relatively high SNRs. Intelligible stimuli in the HIGH+ and MID+ categories covered a wide range of SNRs from \(-20.8\) to +5 dB (see Table 1). The beta weights given in Table 3 are computed across all stimuli in each category. If frontal regions responded to speech stimuli only at relatively high SNRs, the resulting net beta weights would be smaller compared to the beta weights for the temporal regions. This implies a two-stage process in which temporal areas respond to detectable speech, but frontal areas only to intelligible speech at higher SNRs. This model is illustrated in the upper panel of Fig. 2. (ii) Alternatively, the frontal BOLD responses may be genuinely smaller for the entire range of SNRs from \(-20.8\) to +5 dB. This would imply a one-stage process in which frontal regions are activated as soon as information is available in temporal cortex, but to a smaller degree. This model is illustrated in the lower part of Fig. 2.

To examine the origin of the smaller frontal activation, we ordered the standardized BOLD amplitudes by increasing SNR for each ROI and participant. Amplitudes for noise-alone trials were

---

**Table 3**

<table>
<thead>
<tr>
<th>Region (BA)</th>
<th>Side</th>
<th>LOW−</th>
<th>MID−</th>
<th>MID+</th>
<th>HIGH+</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFG (9)</td>
<td>L</td>
<td>0.30**</td>
<td>0.48** (0.46)</td>
<td>0.76** (0.64)</td>
<td></td>
</tr>
<tr>
<td>IFG (45)</td>
<td>L</td>
<td>0.22* (0.27)</td>
<td>0.51** (0.41)</td>
<td>0.89** (0.56)</td>
<td></td>
</tr>
<tr>
<td>IFG (44)</td>
<td>L</td>
<td>0.30** (0.23)</td>
<td>0.52** (0.26)</td>
<td>0.88** (0.33)</td>
<td></td>
</tr>
<tr>
<td>Ant temp (22, 41, 42)</td>
<td>L</td>
<td>0.33** (0.24)</td>
<td>0.87** (0.27)</td>
<td>1.41** (0.28)</td>
<td></td>
</tr>
<tr>
<td>Post temp (22)</td>
<td>L</td>
<td>0.32** (0.19)</td>
<td>0.84** (0.40)</td>
<td>1.45** (0.37)</td>
<td></td>
</tr>
<tr>
<td>Ant temp (22, 42)</td>
<td>R</td>
<td>0.26** (0.18)</td>
<td>0.85** (0.23)</td>
<td>1.43** (0.41)</td>
<td></td>
</tr>
<tr>
<td>Post temp (22, 41, 42)</td>
<td>R</td>
<td>0.26** (0.16)</td>
<td>0.74** (0.27)</td>
<td>1.22** (0.35)</td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus (18, 19)</td>
<td>L</td>
<td>0.29* (0.32)</td>
<td>0.79** (0.55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus (18, 19)</td>
<td>R</td>
<td>0.32* (0.31)</td>
<td>0.76** (0.51)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* \( P < 0.05 \).
** \( P < 0.01 \).
The resulting signal levels were averaged over participants for each ROI. BA = Brodmann area; MFG = middle frontal gyrus; IFG = inferior frontal gyrus.

Second, for each ROI and participant, standardized amplitudes were averaged over SNRs higher than the high-intelligibility threshold ($-3.1 \text{ dB}$). These signal levels at the highest SNRs will be referred to as asymptotic amplitudes; their means and standard deviations over participants are given in Table 4 (right columns) for each ROI. Asymptotic amplitudes differed significantly between ROIs, $F(6,54) = 8.84$, Greenhouse–Geisser corrected $P < 0.001$, $\varepsilon = 0.42$.

Discussion

Consistent with the existing literature regarding auditory processing in the brain, the data of the present study show that the left frontal, bilateral temporal, and medial occipital cortices are involved in speech perception. Speech in noise evoked highly significant and spatially extended activation in these regions compared to noise alone. Intelligible speech resulted in more activation than unintelligible speech. Activation was observed in the middle frontal cortex (BA9) and in two parts of Broca’s area: the pars opercularis (BA44) and pars triangularis (BA45) of the left
IFG. Activation observed in the left temporal lobe (anterior and posterior regions) was more extended and slightly more posterior than activation observed in the right temporal lobe. Based on the activation evoked by intelligible speech presented with relatively high SNRs, seven brain areas were identified to be involved in speech perception. These regions were then analyzed in detail to determine their role in speech comprehension. In these ROI analyses, the activation evoked by intelligible speech presented with intermediate SNRs was directly compared to the activation evoked by unintelligible speech presented with intermediate SNRs in order to examine which brain regions are more activated by intelligible speech compared to unintelligible speech when SNRs are comparable.

The first important finding of the current study is that only BA44 responded significantly to unintelligible speech at very low SNRs (SNRs less than \(-20.95\) dB, LOW\(-\) category). It is well known that Broca’s area is associated with both the production and perception of speech (Heim et al., 2003). In recent fMRI studies, decreasing SNRs of syllables and sentences presented in noise evoked increased activity in BA44 (Binder et al., 2004; Davis and Johnsrude, 2003). Binder et al. (2004) suggested that this finding reflects “enhanced activation of internal representations of the speech sounds [articulatory or sound based] as a template against which the sensory information can be matched” (p. 298). Our finding is consistent with a role of BA44 in the activation of internal speech representations. We did not examine detection of the presence of speech as such, but it is likely that participants were able to detect some speech cues in the noise during some trials in the LOW\(-\) category. This may have triggered a top–down activation of internal speech representations, which may serve to facilitate speech identification. Speech comprehension includes both bottom–up and top–down processes; task demands determine the relative weight and relevance of both processes (Römburg, 2003). When speech becomes less intelligible, listeners become more reliant on top–down working memory processes to infer what has been said (Pichora-Fuller et al., 1995). Broca’s area is a likely candidate for such a top–down role in speech processing; several studies have supported its role in verbal working memory (Wilson, 2001). For example, Jäncke et al. (1998) found bilateral activation in the IFG in response to verbal and nonverbal stimuli. Consistent with the working memory literature (e.g., Baddeley, 1992), they suggested that this activation reflects the internal repetition of auditory information (i.e., articulatory loop of working memory). In addition, activation in Broca’s area has been associated with the internal rehearsal of phonological codes in the absence of auditory stimulation (Paulus et al., 1993). Combining this with the suggestions by Binder et al. (2004) leads us to conclude that activation in BA44 during listening to unidentified speech is likely to reflect a top–down process in which internal speech representations are activated and/ or silently rehearsed. The fact that Broca’s area is associated with speech production supports a role of BA44 in internal speech activation. Such top–down activation may serve to improve performance on an identification task.

This result is also in agreement with data showing that the left IFG is more activated in response to words compared to sounds (Specht and Reul, 2003). Specifically, the pars opercularis of the left IFG has been associated with the building of the syntactic structure of sentences (Newman et al., 2003). Moreover, BA44 is involved in phonological working memory, i.e., the activation and maintenance of phonological representations during both language production (Heim et al., 2003) and perception (Wagner et al., 2000). The involvement of BA44 in these processes is consistent with the observed activity in BA44 in response to intelligible speech, and it is plausible that these processes are already initiated prior to the identification of speech.

The second important finding of the present study is that several brain regions in the temporal and frontal cortex are significantly more activated by intelligible speech as compared to unintelligible speech at the same SNRs. Bilateral anterior and posterior superior temporal regions and area BA45 of the left IFG are significantly more activated by intelligible speech when this activation is directly compared to that evoked by unintelligible speech. This finding supports a role of these brain areas in the comprehension of speech in noise presented at SNRs between about \(-21\) and \(-3\) dB and is consistent with results of other studies examining speech comprehension (e.g., Crinion et al., 2003). In contrast to other studies (e.g., Sharp et al., 2004; Giraud et al., 2004), intelligible speech was not associated with activation in inferior temporal regions (BA21). This could be the result of signal loss due to fMRI susceptibility artifacts observed at tissue interfaces. The inferior temporal regions are prone to susceptibility artifacts (Devlin et al., 2000).

In the present study, the level of the speech was varied, and the level of the noise was kept fixed. This was necessary because otherwise the noise level would have predicted the SNR. However, it is unlikely that variations in the compound (signal + noise) intensity across the SNR range of the stimuli have influenced the results. The net variation of the compound intensity in the SNR range of the MID categories (\(-20.8\) to \(-3.1\) dB SNR) is only 1.7 dB SPL, which cannot account for the activation of the temporal and frontal brain regions by intelligible as compared to unintelligible speech. Also the net variation over the entire SNR range was very small, 80 to 86 dB SPL, about a mean of 83 dB SPL.

The third finding of the present study is that increasing SNR leads to a sigmoid-shaped increase of activation in both frontal and temporal cortices. The BOLD responses in these areas remain more or less constant until a certain SNR is reached. The onset of the BOLD responses as a function of SNR was highly similar between different brain regions, but their asymptotic amplitudes were different (i.e., our data support Model B, displayed at the bottom of Fig. 2). The absence of onset differences as function of SNR refutes a two-stage model in which frontal areas are activated only at higher SNRs. In contrast, our data suggest that speech intelligibility involves all areas in the network simultaneously. However, the differences in asymptotic amplitudes between areas may be related to differences in the degree of top–down and bottom–up processing. Smaller BOLD responses at high SNRs in frontal regions are in line with a top–down role in speech comprehension. At higher SNRs, participants identify a higher percentage of the sentences correctly. The lower reaction times at these higher SNRs also indicate that speech is more easily understood, so that there is less need for additional, auditory memory-related processes. In contrast, high amplitudes in temporal cortex may point to bottom–up processes, such as intensity coding of speech in noise. As can be seen in Fig. 3, the temporal BOLD responses as a function of SNR are similar for both hemispheres, indicating involvement of both temporal lobes in the processing of intelligible speech. This finding is consistent with other studies showing the involvement of bilateral, non-primary auditory temporal cortex in speech processing (Belin et al., 2000; Giraud et al., 2004). Based on the results of the SNR analyses, we
speculate that differences in the degree of top–down and bottom–up processing of speech may have caused the different asymptotic amplitudes of the BOLD responses in frontal and temporal regions.

Still, other SNR- or task-independent explanations for the differences in the magnitude of the activation observed in these brain regions must be considered: (i) the noise level of the raw MRI signals may be higher in frontal regions, thereby decreasing these standardized BOLD response estimates, and/or (ii) the latency or shape of the BOLD responses may differ between brain regions, leading to different response estimates in a sparse-sampling paradigm in which only one volume is recorded at a fixed latency (cf. Bellgowan et al., 2003; Handwerker et al., 2004; Henson et al., 2002). However, the data presented in Table 3 and Fig. 1 (lower left panel) argue against such aspecific or artifactual explanations because the frontal activation is not in all categories smaller than the temporal activation. In particular, the MID – category produced activation that was significant and of equal size in all frontal and temporal brain regions, thereby confining the smaller frontal response estimates specifically to intelligible speech (i.e., the MID+ and HIGH+ categories). Task-independent causes for the smaller frontal activation would have reduced the beta weights for all categories, not only those evoked by intelligible speech.

In conclusion, the present study demonstrates that the pars opercularis of the left IFG is activated when listening to unintelligible speech presented at low SNRs. This activation likely reflects the top–down generation and/or rehearsal of internal speech in order to facilitate the correct identification of the speech stimulus in the subsequent identification task. Consistent with Binder et al. (2004), it supports a role of BA44 in the activation of internal speech representations. In addition, bilateral temporal brain regions and BA45 in the left IFG are significantly more activated during listening to intelligible speech as compared to unintelligible speech. We furthermore show that that the development of the fMRI response as a function of SNR is sigmoid-shaped once speech intelligibility exceeds a certain threshold. The onset of the activation with increasing SNR is the same in different brain regions, but the peak amplitudes are lower in frontal compared to temporal cortex. These different peak amplitudes may reflect differences in the degree of top–down and bottom–up processing. The diminishing need for top–down processing when speech is clearly intelligible may have resulted in lower peak amplitudes in frontal regions, whereas ongoing bottom–up processes (such as intensity coding of the speech in noise) may have caused higher amplitudes of the BOLD response at high SNRs in temporal areas.
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