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1 Introduction

The Gauss–Newton algorithm is an algorithm to obtain the solution(s) to nonlinear least squares problems. In system identification the algorithm is applied to e.g. the minimization of the sum of squares of the prediction errors, both for the off-line case and for the on-line case.

In [16] it was shown that the Gauss–Newton algorithm as used in prediction error algorithms for system identification can be interpreted approximately as a Riemannian gradient algorithm. In this paper this result is strengthened; it is shown that with a correct choice of the Riemannian metric, the Gauss–Newton algorithm can be interpreted as an exact Riemannian gradient algorithm. Furthermore this is now shown for general nonlinear least squares problems. This is especially interesting as the Gauss–Newton method is usually presented as an approximation to the Newton algorithm for this optimization problem. The general result is specialized to the case of prediction error algorithms for system identification and the corresponding Riemannian metrics are analysed. A central role is played by the so-called prediction error metrics. They are compared to the corresponding Fisher Information metrics and it is shown how they are related. As a result of this it follows that the Gauss–Newton algorithm is related (at least asymptotically) to the so-called method of scoring, which has in fact the interpretation of a Riemannian gradient algorithm if the metric is chosen to be the Fisher Information metric.

It is stressed that search algorithms which have the interpretation of Riemannian gradient algorithms are well-suited to be applied in so-called overlapping parametrization algorithms (see e.g. [38], [19], [39] and the references given there).

This paper is organized as follows. Sections 2 and 3 concern the Gauss–Newton algorithm, first in the Euclidean case, then on a differentiable manifold. In Sections 4 and 5 we present a framework on the basis of which the use of a Gauss–Newton prediction error algorithm for system identification can be motivated. Then, in Section 6, we discuss the closely related method of scoring, stemming from the field of statistics. We conclude with Section 7 where we present the results of a number of computer simulation experiments.

*This is an elaborate version of a paper to be presented at the IFAC Symposium MICC, Prague, September 1–2, 1992.
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A new interpretation of the Gauss–Newton method for nonlinear least squares

One of the most often encountered approximation problems is the least squares problem. For the linear case the solution is very well known. Here we will focus on the nonlinear least squares problem. It usually arises if one tries to find approximate solutions to some system of equations by minimizing the sum of squares of the differences between left–hand side and right–hand side of the equations. These differences will be called the errors or residuals. Let \( D \subset \mathbb{R}^n \) be an open set. Consider a twice differentiable mapping \( f : D \to \mathbb{R}^m, m \geq n, \theta \mapsto f(\theta) \) that will be called the residual mapping. Define the least squares criterion function

\[
V(\theta) = \frac{1}{2} \|f(\theta)\|^2 = \frac{1}{2} f(\theta)^T f(\theta) = \frac{1}{2} \sum_{i=1}^{m} f_i(\theta)^2
\]

with \( f_i, (i = 1, \ldots, m) \), denoting the components of \( f \) cq. the residuals, which are possibly nonlinear functions of the parameter vector \( \theta = (\theta_1, \ldots, \theta^n) \). The nonlinear least squares problem is then to find the global minimum \( \theta_\ast \) of the criterion function over the domain \( D \). For this problem usually iterative search procedures are employed. One of the disadvantages of this type of algorithm is that it will typically converge to a local minimum of the criterion function. If there happens to be only one local minimum, which is at the same time the global minimum and one can show this to be the case then the fact that the algorithm finds only local minima is not a problem. Otherwise one has to be more careful with the outcomes of the algorithm, but we will not go into that here. If convergence is assumed in the sequel, then this will be stated explicitly.

A general account of existing methods for function minimization can be found, e.g., in [6], [9]. The most well-known method to handle the nonlinear least squares problem is the method of Gauss–Newton. An excellent account of it can be found in [9, Ch. 10]. In this algorithm a number of iterations is performed. At each step a new estimate \( \theta_\ast \) is produced, given the current estimate \( \theta_c \), according to the formula

\[
\theta_\ast = \theta_c - [J(\theta_c)^T J(\theta_c)]^{-1} J(\theta_c)^T f(\theta_c)
\]

Here, \( J(\theta) \) denotes the Jacobian \( \frac{\partial f}{\partial \theta}(\theta) \) of \( f \) at \( \theta \). By assumption it is continuous and even differentiable as a function of \( \theta \). The Gauss–Newton step (2.2) is well-defined only if \( J(\theta_c) \) has full (column) rank, so that the inverse in (2.2) exists. Some remarks will be made about this in the next section. It will be assumed here that the Jacobian has full column rank, at all points encountered in the algorithm.

In literature one finds two standard views that motivate this algorithm. In the first one the algorithm is interpreted as an approximation to Newton’s algorithm for the optimization problem at hand, in which a new estimate for \( \theta_\ast \) is determined as

\[
\theta_\ast = \theta_c - H(\theta_c)^{-1} J(\theta_c)^T f(\theta_c),
\]

with \( H(\theta) \) denoting the Hessian of \( V \) at \( \theta \). Notice that \( J(\theta)^T f(\theta) \) denotes the gradient of \( V \) at \( \theta \) (as a column vector). The special structure of \( V(\theta) \), being a sum of squares, leads to the following expression for the Hessian \( H(\theta) \):

---

1If the mapping is only once continuously differentiable most of what follows remains valid. It is the mere possibility of comparing with methods that make use of second order derivatives, such as Newton’s method, why we are making this assumption.
If this Hessian is approximated by omitting the second term in the right-hand side of this expression one obtains the Gauss-Newton method, i.e. (2.3) becomes (2.2). One of the reasons that is given for omitting the second term is that it leads to an approximation of the Hessian that is positive definite (under the assumption of a full rank Jacobian). Therefore the inverse exists and moreover at each step the criterion function decreases, if necessary after modification of the step-size. Another argument is that one can obtain the first term from first order information only, which is usually much easier and cheaper to obtain than second order information. We notice that the approximation is expected to be good if the second term on the right-hand side is "small" compared to the first, which typically occurs in two situations: (a) if the residuals are (almost) linearly dependent on \( \theta \); (b) if the residuals are very small (something we are trying to achieve).

The second approach that leads to the Gauss-Newton algorithm is the so-called quasi-linearization approach. The idea is to use a linearization of \( f \) around the current estimate \( \theta_c \). The use of such a linearization is commonly called after Gauss, though it appears to be Legendre who originally introduced the concept (cf. \([45]\)). Of course the linearization of \( f \) around the current estimate \( \theta_c \) is given by

\[
f_c(\theta) = f(\theta_c) + J(\theta_c)(\theta - \theta_c).
\] (2.5)

The next estimate is found by minimizing the approximate criterion function that corresponds to the linearization: \( V_c(\theta) = \frac{1}{2}\|f_c(\theta)\|^2 \). It is easily seen that \( \theta_+ \) as calculated in the Gauss-Newton approach minimizes \( V_c(\theta) \) and therefore the quasi-linearization approach leads again to the Gauss-Newton algorithm.

Here we propose a third interpretation of the Gauss-Newton algorithm, namely as a Riemannian steepest descent algorithm with a specific choice of the Riemannian metric. For the concepts of Riemannian geometry that are used here we refer to e.g. \([7]\). Let \( \theta \in D \). Assume again that the Jacobian \( J(\theta) \) of the residual function \( f \) has full column rank. According to the inverse function theorem (cf. \([7, pp.41-46]\)) there exists an open neighbourhood \( W \) of \( \theta \) in \( D \) such that the mapping restricted to \( W \), \( f: W \to f(W) \) is a diffeomorphism with respect to the topologies and differentiable structures induced by \( \mathbb{R}^n \) on \( W \) and by \( \mathbb{R}^m \) on \( f(W) \). In fact it follows that \( f(W) \) is a \( (C^1-) \)differentiable submanifold of \( \mathbb{R}^m \). The Euclidean metric on \( \mathbb{R}^m \) therefore induces a Riemannian metric on the manifold \( f(W) \) and using the diffeomorphism, it induces a Riemannian metric on \( W \) as well.

**Proposition 2.1** The tensor \( R \) of the Riemannian metric induced on \( W \) by the Euclidean metric on \( \mathbb{R}^m \) via the mapping \( f \) can be expressed in local coordinates \( \theta \) by the formula

\[
\|
\hat{\theta}
\|^2_R = \begin{pmatrix} \theta^T J(\theta) \end{pmatrix} \cdot J(\theta) \hat{\theta}
\] (2.6)

where \( \|
\cdot
\|_R \) denotes the associated norm on the tangent space \( T_\theta(W) \) of \( W \) at the point \( \theta \) and \( \hat{\theta} \) denotes an element of \( T_\theta(W) \) with respect to the natural basis induced by the local coordinates.

**Proof** When regarding a differentiable curve on \( f(W) \), parametrized by \( f(\theta(t)) \) with \( t \in (-\varepsilon, \varepsilon) \subset \mathbb{R} \) and such that \( f(\theta(0)) = f(p) \) with tangent vector \( \frac{df}{dt}(0) = \hat{\theta} \), we see that the differential \( ds \) of the arclength at \( f(p) \) is given by

\[
ds = \|J(\theta)\hat{\theta}\|
\]
On the other hand, this must be equal to
\[ ds = \left( \partial^T R(\theta) \partial \right)^{1/2} \]
where \( R(\theta) \) denotes the Riemannian metric tensor in terms of the local coordinates \( \theta \).
Comparison of \( ds^2 \) for both expressions yields
\[ R(\theta) = J(\theta)^T J(\theta) \]  \hspace{1cm} (2.7)
since the above equations hold for all \( \theta \in \mathbb{R}^n \). This proves the proposition.

**Corollary 2.2** If the open domain \( D \) of the mapping \( f : D \to \mathbb{R}^m \) consists of points at which the Jacobian of \( f \) has full column rank only, then the Euclidean metric on \( \mathbb{R}^m \) induces a Riemannian metric on \( D \) via the mapping \( f \). It is given in local coordinates by the formula in the previous proposition, i.e. \( R(\theta) = J(\theta)^T J(\theta) \).

**Remark.** Clearly \( D \) is a submanifold of \( \mathbb{R}^n \), because it is an open subset. Together with the Riemannian metric as defined above, it is a Riemannian manifold. Locally \( D \) is a parametrization of the image space \( f(D) \) in \( \mathbb{R}^m \) and in fact \( f \) is locally an isometry of Riemannian manifolds. As for the global situation however, the set \( f(D) \) does not have to be a submanifold of \( \mathbb{R}^m \). In fact it does not have to be a manifold at all, let alone a Riemannian manifold.

For a Riemannian manifold \( M \) with local coordinates \( \theta \) and Riemannian metric tensor expressed in these coordinates by \( R(\theta) \) we have that the Riemannian gradient of a differentiable function \( V \) on \( M \) at a point \( p \) is given in the local coordinates by
\[ R(\theta)^{-1} \frac{\partial V}{\partial \theta} \]  \hspace{1cm} (2.8)
See for instance [1]. The Riemannian gradient describes, in local coordinates, the maximizing normalized tangent vector for \( V \), where the normalization is with respect to the Riemannian metric at \( p \). In other words, the Riemannian gradient describes the direction of steepest ascent of the criterion function with respect to the Riemannian metric. Using the Riemannian gradient one can define a Riemannian version of the method of steepest descent for the minimization of functions defined on \( M \). Applying the Riemannian steepest descent algorithm to our Riemannian manifold \( D \) the following result is obtained.

**Theorem 2.3** Let \( D \) be an open domain of \( f \), consisting of points for which the Jacobian of \( f \) has full column rank only, endowed with the Riemannian metric described in Corollary 2.2. Let \( f \) and \( V \) be defined as before. Consider a point \( \theta \in D \). Then the Riemannian steepest descent direction in \( \theta \) coincides with the search direction of the Gauss-Newton method.

**Proof.** With respect to the local coordinates the ordinary gradient of \( V(\theta) = \frac{1}{2} \| f(\theta) \|^2 \) is given by \( J(\theta)^T f(\theta) \). Using the general formula for the Riemannian gradient and substituting the formula for the Riemannian metric tensor found in Prop. 2.1, it follows that the Riemannian gradient is given by
\[ [J(\theta)^T J(\theta)]^{-1} J(\theta)^T f(\theta) \]
Thus, the Riemannian steepest descent direction coincides in local coordinates \( \theta \) with the Gauss-Newton direction, which proves the theorem. \( \square \)
The geometrical interpretation that now results for the Gauss–Newton method is as follows. Consider the image set \( f(D) \) in \( \mathbb{R}^m \). The objective of minimizing \( V(\theta) \) is equivalent to finding the point of \( f(D) \) that is closest to the origin. Thus, being at the current iterate \( \theta_c \in W \subseteq D \), where \( W \) is an open neighbourhood of \( \theta_c \), as in Prop. 2.1, which corresponds to the point \( f(\theta_c) \subseteq f(W) \) in the image space, a natural approach would be to calculate the orthogonal projection of the origin onto the tangent space to the manifold \( f(W) \) at the point \( f(\theta_c) \) (where the tangent space is regarded as an affine subset of \( \mathbb{R}^m \)). Using the vector from \( f(\theta_c) \) pointing towards that optimum as the tangent vector determining the search direction to be explored, one obtains the Gauss–Newton search direction and by iteration the Gauss–Newton algorithm.

3 The Gauss–Newton algorithm acting on a differentiable manifold

If the domain of a function \( V \) to be minimized is a differentiable manifold, what is done in practice often comes down, from a geometrical point of view, to choosing a local coordinate chart in which an existing minimization algorithm can be applied, thereby implicitly using the Euclidean structure of the coordinate chart. As a consequence, starting from the same point on the manifold, one will generally obtain different iteration paths if different local coordinates are chosen. However, in case the manifold is endowed with a Riemannian metric, one can exploit this extra structure to obtain coordinate free algorithms for minimization over a manifold. Work in this direction can be found in [36], [32], [33], [11].

The geometrical interpretation of the Gauss–Newton algorithm presented in the previous section suggests that if the domain of \( f \) and of \( V \) is a differentiable manifold, a Gauss–Newton algorithm will be a straightforward generalization of the algorithm on an open subset of Euclidean space. The open subset of such a differentiable manifold of dimension \( n \), say, that consists of all points at which the differential \( Df \) of \( f \) (which corresponds in local coordinates to the Jacobian of \( f \)) has full rank \( n \) is again a differentiable manifold. Let \( M \) denote this manifold. Locally it is diffeomorphic with an open subset of \( \mathbb{R}^n \) and one can locally define a Riemannian metric, in the same way as in the previous section, as follows. Let \( p \in M \) be a point on the manifold. Let \( W \) be an open neighbourhood of \( p \) in \( M \) such that it is diffeomorphic with an open subset of \( \mathbb{R}^n \) and at the same time diffeomorphic with \( f(W) \). Around each point of \( M \) such a neighbourhood exists according to the inverse function theorem. The Riemannian metric tensor \( \mathcal{R} \) induced on \( f(W) \) and \( W \) by the Euclidean metric on \( \mathbb{R}^m \) can be expressed in local coordinates \( \theta \) by the formula

\[
\|\delta\|^2_\mathcal{R} = \delta^T J(\theta)J(\theta)\delta = \delta^T \mathcal{R}(\theta) \delta
\]  

(3.1)

where \( \| \cdot \|_\mathcal{R} \) denotes the associated norm on the tangent space \( T_p(M) \) and \( \delta \) an element of \( T_p(M) \). From the geometric interpretation of the Gauss–Newton algorithm it is immediately clear that the Riemannian metric thus obtained is independent of the local coordinates used on \( M \) and is also independent of any other Riemannian metric that one may or may not have defined on \( M \). In this way the manifold \( M \) becomes a Riemannian manifold and at each point of the manifold the criterion function \( V \) will have a uniquely defined Riemannian steepest descent direction which is a vector in the tangent space which is independent of the choice of the local coordinates. The representation of that same tangent vector in terms of local coordinates \( \theta \) is of course dependent on these local coordinates and is given by
Therefore the Gauss-Newton procedure is very well suited for nonlinear least squares problems for which the domain is a differentiable manifold.

Although the search direction at each point of the manifold is uniquely defined in a coordinate free fashion, the Gauss-Newton algorithm as it stands is not completely coordinate free. Indeed, the choice of local coordinates has some influence on the steps taken by the algorithm. The reason is that the recipe "take a step of a given length in a given direction" produces different points in different local coordinate charts. One way to make the algorithm completely coordinate-free is to make use of the geodesics on the manifold. Geodesics are well-defined on any Riemannian manifold and "take a step of a given length in a given direction along a geodesic" produces a uniquely defined point, independent of the local coordinates that are being used. At this point it would appear to be most natural to use the geodesics derived from the Riemannian metric defined on the manifold $M$ by the prescription that $f$ be a local Riemannian isometry as before. However one might also use a completely different Riemannian metric on $M$ in order to define the geodesics if one wishes to do so. For more details of the Gauss-Newton procedures on a differentiable manifold we refer to [39,40].

We conclude this section with three more remarks.

(i) For the points at which the Jacobian does not have full column rank $n$ we notice that this may have two reasons. One is that an essential geometrical property is being lost (resulting in a drop of dimension of the tangent space). One cannot cure this. The other is that it is merely a result of a badly chosen parametrization. In case the image $f(D)$ is known to be an imbedded submanifold of dimension $n$ in $\mathbb{R}^m$, then one can always reparametrize locally in order to obtain coordinates for which the Jacobian does not degenerate.

(ii) As the Gauss-Newton method in the current point of view is regarded as a Riemannian steepest descent method, the incorporation of a step-size controlling parameter $\alpha$ appears naturally, leading to the formula

$$
\dot{\theta} = \frac{\partial V}{\partial \theta} - \alpha[J(\theta_C)^T J(\theta_C)]^{-1} J(\theta_C)^T f(\theta_C).
$$

This as opposed to the conventional approach, where such a parameter is always introduced as an artificial device to protect against step-sizes that might be too large. In those conventional philosophies $\alpha = 1$ would be optimal, as it optimizes the quasi-linearized criterion function.

(iii) Suppose that the $Df$ has full column rank $n$ at the true optimum $p_* \in M$. Then, for the sake of convergence analysis of the Gauss-Newton algorithm, it is an interesting result that there exists an open neighbourhood $W$ of $p_*$ on which $Df$ has full column rank and which can be parametrized by local coordinates $\theta$, with the property that the Gauss-Newton algorithm remains in it, provided the mechanism by which steps are taken is such that a decrease of function value is guaranteed. This is e.g. the case if geodesics or lines are followed on which one tries to find a minimum of $V$, the so-called line search. For a proof of this statement, see Appendix A.

4 Manifolds of prediction error filters

In the following sections we shall describe a theoretical framework on the basis of which we can motivate the use of a Gauss-Newton prediction error algorithm for system identification. The work of the present section is based on [16,17].

Let us consider a $p$-dimensional stationary Gaussian process $Y_{\infty} = \{y_t\}_{t=-\infty}^{\infty}$ with rational

This holds under the condition that the step-length is not too large, otherwise one might be thrown off the manifold.
spectrum having $2N$ poles, multiplicities included, and which has no zeroes on the unit circle. It is a standard result from stochastic realization theory that this process can be modelled by a state space model of the following form (the innovations representation):

$$
S(\theta_*): \begin{cases}
    x_{t+1} = A(\theta_*)x_t + B(\theta_*)v_t \\
y_t = C(\theta_*)x_t + v_t
\end{cases}
$$

(4.1)

with $\{v_t\}_{t=-\infty}^{\infty}$ a $p$-dimensional Gaussian white noise process of zero mean and covariance $\Sigma > 0$: $v_t \sim N(0, \Sigma)$; with both $A(\theta_*)$ and $A(\theta_*) - B(\theta_*)C(\theta_*)$ asymptotically stable matrices of size $N \times N$; and with the triple $(A(\theta_*), B(\theta_*), C(\theta_*))$ a minimal realization, that is, $(A(\theta_*), B(\theta_*))$ is controllable and $(C(\theta_*), A(\theta_*))$ is observable. Thus, the dimension of the state space is $N$.

In order to allow for a simplification in the interpretation of the Gauss-Newton algorithm that is to follow, we will consider the stochastic processes from $t = 1$ onwards and make the stylized assumption that the initial state $x_1$ is known to be equal to zero. This assumption is not required for the construction of the Gauss-Newton procedures.

It is well-known that the minimal state space representation of the input/output system $S(\theta_*)$ is unique up to a choice of state space basis. To obtain local identifiability, it will be assumed that $(A(\theta_*), B(\theta_*), C(\theta_*))$ is put in some suitable local canonical form. To describe the set of all i/o-systems that are relevant for the identification procedure use will be made of local coordinates $\theta$ in some local coordinate chart $\Theta$ which is an open subset of $R^n$. As in Section 3 the results can be extended to the manifold case in a rather straightforward manner, but here we will restrict ourselves to the case of one coordinate chart. The matrices $A(\theta), B(\theta)$ and $C(\theta)$ are assumed to depend differentiably on the local coordinates $\theta$ and to be in the same local canonical form as $(A(\theta_*), B(\theta_*), C(\theta_*))$. For examples of (overlapping!) local canonical forms we refer to [38], [21]. In order to extract information from $Y_t^{\infty}$ about parameter vector $\theta_*$ we can apply linear filtering to it. We define $\mathcal{H}$ to be the space of all linear mappings $h : Y_t^{\infty} \rightarrow \mathbb{R}^p$ such that $h$ has finite covariance. Obviously we can associate with each $h \in \mathcal{H}$ a unique sequence of $p \times p$ matrices $\{H_1, H_2, H_3, \ldots\}$ such that

$$
h = H_1y_1 + H_2y_2 + H_3y_3 + \cdots
$$

(4.2)

In this context, the requirement for $h$ to have finite covariance comes down to the requirement $\text{tr} \sum_{k=1}^{\infty} H_kH_k^T < \infty$. We can make $\mathcal{H}$ into a Hilbert space by introducing the inner product $\langle \cdot, \cdot \rangle$ as

$$
\forall h, \tilde{h} \in \mathcal{H} : \langle h, \tilde{h} \rangle = E_{\theta_*} h^T \tilde{h}.
$$

(4.3)

Here $E_{\theta_*}$ denotes expectation with respect to the true underlying probability measure. It is easily verified that the above indeed constitutes a well-defined inner product on $\mathcal{H}$.

Next, we can consider the set of prediction error filters of order $N$, given by the recurrence equations

$$
\Phi(\theta) : \begin{cases}
    \hat{x}_{t+1} = [A(\theta) - B(\theta)C(\theta)]\hat{x}_t + B(\theta)y_t \\
    \epsilon_t = -C(\theta)\hat{x}_t + y_t
\end{cases}
$$

(4.4)

with fixed initial state $\hat{x}_1 = 0$ and $t$ ranging over $Z^+$. Then for each value of $t$ the filters $\Phi(\theta)$ define a mapping $\epsilon_t : \Theta \rightarrow \mathcal{H}, \theta \mapsto \epsilon_t(\theta)$. Indeed, the asymptotic stability requirement with respect to $A(\theta)$ and $A(\theta) - B(\theta)C(\theta)$ establishes the finite variance property of $\epsilon_t(\theta)$ and in fact the limit of this variance for $t \rightarrow \infty$ exists and is finite. For a fixed value of $t$, consider the image set $\epsilon_t(\Theta) := \{\epsilon_t(\theta) | \theta \in \Theta\}$ of the
mapping $\epsilon_t$. Assume $t$ to be sufficiently large. Then this set forms a submanifold of the Hilbert space $\mathcal{H}$. (For a proof of an analogous result see [18].) The inner product on $\mathcal{H}$ induces via the mapping $\epsilon_t$ a Riemannian metric on $\Theta$ with Riemannian metric tensor given in local coordinates $\theta \in \Theta$ by

$$R_t(\theta) = \mathbb{E}_{\theta_t}(\frac{\partial \epsilon_t}{\partial \theta})^T(\frac{\partial \epsilon_t}{\partial \theta}).$$

(4.5)

Here, one should remark that for each coordinate $\theta^i$ of $\theta$ we have that also the mapping $\frac{\partial \epsilon_t}{\partial \theta^i}$ is an element of $\mathcal{H}$, as follows from the fact that this derivative mapping can also be obtained via a (somewhat larger) linear filter, which is again i/o-stable. The metric on $\Theta$ that is obtained this way will be called a prediction error metric. Its limit for $t \to \infty$ exists and the formula for the Riemannian metric tensor, denoted here by $R_{\infty}(\theta)$, is obtained by substituting in (4.5) the filters that arise if one starts the process and the filters at $-\infty$. This is the metric obtained in [16].

5 Geometrical interpretation of the Gauss–Newton algorithm for system identification

A well-known criterion function $V_t(\theta)$ for system identification from a data set of $t$ observations, is half the mean square of the norms of the prediction error vectors that are obtained if the parameter estimate is $\theta$:

$$\hat{V}_t(\theta) = \frac{1}{2t} \sum_{k=1}^{t} e_k(\theta)^T e_k(\theta).$$

(5.1)

For the background of this criterion see e.g. [46]. Clearly in this case the system identification problem is a nonlinear least squares problem and the results of the earlier sections are applicable. It follows that if the $n \times n$ matrix given by

$$\hat{R}_t(\theta) = \frac{1}{t} \sum_{k=1}^{t} (\frac{\partial e_k(\theta)}{\partial \theta})^T(\frac{\partial e_k(\theta)}{\partial \theta}).$$

(5.2)

has full rank $n$, then it is the Riemannian metric tensor which makes the mapping $\Theta \to \mathbb{R}^n, \theta \mapsto (e_1(\theta)^T, \ldots, e_n(\theta)^T)$ into a Riemannian isometry as before.

Proposition 5.1 With probability one it holds that $\lim_{t \to \infty} \hat{R}_t(\theta) = R_{\infty}(\theta)$ the Riemannian metric tensor of the steady state prediction error metric.

Proof The proposition follows from the ergodicity and stability properties of the stochastic processes involved. Indeed, as shown, e.g., in [19, p.232] one can obtain the derivatives of the prediction errors via linear filtering of the data with an asymptotically stable linear filter, obtained by adding partial derivatives of the equations determining $\Phi(\theta)$ to the equations of $\Phi(\theta)$ itself.

Corollary 5.2 Let $\theta$ be given. With probability one, for $t$ large enough $\hat{R}_t(\theta)$ is positive definite.

Proof This is a consequence of the fact that $R_{\infty}$ denotes a Riemannian metric tensor, and therefore is positive definite. See [16].

It is likely that with some more work one can show that for a certain value of $t$ with
probability one \( \hat{R}_t(\theta) \) is positive definite for all \( \theta \in \Theta \). In any case one can say that for all \( \theta \) for which the Gauss-Newton direction is defined it coincides with the Riemannian steepest descent direction, which in this case is given by \( - \left( \hat{R}_t(\theta) \right)^{-1} \frac{\partial V_t(\theta)}{\partial \theta} \). Just as in the general case of nonlinear least squares it follows that the Gauss-Newton direction is independent of the choice of the local coordinates and therefore is very well suited for an overlapping parametrizations approach.

Consider the following theoretical criterion function for each value of \( t \in \mathbb{Z}^+ \):

\[
V_t(\theta) = \frac{1}{2} \mathbb{E}_\theta \left\{ \epsilon_t(\theta)^T \epsilon_t(\theta) \right\} \tag{5.3}
\]

One easily shows that \( \theta_* \) constitutes a global minimum for each \( V_t(\theta) \) as a consequence of the assumption \( x_1 = 0 \). If \( t \) is large enough this minimum is unique (as a global one) as we show in Appendix A. The limit of \( V_t(\theta) \) for \( t \to \infty \) exists and is denoted by \( V_\infty(\theta) \). It is equal to half the expected value of the norm squared of the steady state prediction errors, i.e. that are obtained if one assumes that the process and the filters have started running at \(-\infty\). For large values of \( t \) the actual criterion function \( V_t(\theta) \) will approach \( V_\infty(\theta) \). So for large values of \( t \) the Gauss-Newton algorithm will behave approximately like the Riemannian steepest descent algorithm for the theoretical criterion function \( V_\infty(\theta) \), with respect to the Riemannian metric induced by the steady state prediction error metric, i.e. the Riemannian metric given in local coordinates by \( R_\infty(\theta) \). Both \( V_\infty(\theta) \) and \( R_\infty(\theta) \) depend on the true value \( \theta_* \) as well as on \( \theta \) and therefore cannot be calculated in a system identification algorithm, as \( \theta_* \) is of course unknown.

As is well-known, also \( V_\infty(\theta) \) has a unique global maximum at the true value \( \theta_* \) (see e.g. [46]). Therefore the only obstacle to consistency of the procedure is the possible existence of local, non-global minima. This is of course a problem for all search algorithms of this sort. For the case of on-line identification the Gauss-Newton procedure as constructed in e.g. [35] has asymptotically the interpretation of a Riemannian gradient algorithm, provided that a weighting is applied that makes the matrix that is supposed to approximate the Riemannian metric tensor flexible enough with respect to changes in the parameter. In fact this condition may be a rather strong one (see [16]). Therefore it may be advisable in the case of on-line identification to use a different, but related method, namely the method of scoring, which will be treated in the next section.

6 A Riemannian interpretation of the scoring algorithm and its relation with the Gauss-Newton algorithm for system identification

In this section we discuss the so-called method of scoring, as described in [43, pp.366–374]. As will be shown, this method provides an alternative to the method of Gauss-Newton that can be viewed as a Riemannian gradient method acting on the system manifold as well. In literature there appears to be a widespread confusion about the exact definition of the method of scoring. Taking [43] as our point of departure, we shall point out the differences between various definitions and discuss how some occurring methods are interrelated.

The scoring method stems from the field of statistics and is closely related to the method of maximum likelihood. As such, its applicability extends beyond that of the present paper, where the likelihood function \( L(\theta) \) for the prediction errors \( \{\epsilon_k(\theta)\}_{k=1}^\infty \) exhibits a special structure. The so-called method of linearized maximum likelihood, cf. [47, p.527], proceeds by determining a new estimate \( \theta_+ \) for \( \theta_* \) according to
\[ \theta_+ = \theta_c - \hat{H}_t(\theta_c)^{-1} \hat{g}_t(\theta_c) \]  

(6.1)

where \( \hat{g}_t(\theta_c) \) and \( \hat{H}_t(\theta_c) \) denote the (ordinary) gradient and Hessian, respectively, of the average negative log-likelihood \(- \frac{1}{2} \log \hat{L}_t(\theta)\) at \(\theta_c\). This can be regarded as a step taken by Newton's method, and it is not equivalent to scoring as we shall see.

To obtain the scoring algorithm, we replace the Hessian \( \hat{H}_t(\theta_c) \) at \(\theta_c\) by its expectation based on the probability measure stemming from \(\theta_c\): we take the expectation as if \(\theta_c\) were the true underlying parameter vector. This gives the Fisher information at \(\theta_c\) instead, as is proved, e.g., in [46, App. B.4]. Denoting the average Fisher information \( tE_{\theta_c} \hat{g}_t(\theta_c)\hat{g}_t(\theta_c)^T \) at \(\theta_c\) by \( I_t(\theta_c) \) we arrive at the scheme

\[ \theta_+ = \theta_c - I_t(\theta_c)^{-1} \hat{g}_t(\theta_c) \]  

(6.2)

A clear definition of scoring in accordance with this formula and an exposition of its relation to Gauss-Newton can be found in [22, p.131-135].

As opposed to both Gauss-Newton and linearized maximum likelihood, the matrix \( I_t(\theta_c)^{-1} \) premultiplying the gradient of \(- \frac{1}{2} \log \hat{L}_t(\theta)\) at \(\theta_c\) does, apart from its dependence on the current estimate \(\theta_c\), not depend on the measured data. This is indicated by omission of the caret. Scoring can be interpreted as a Riemannian steepest descent method on a manifold of probability densities. This is a consequence of the following basic theorem.

**Theorem 6.1** Suppose the set of probability densities that one wants to consider in an estimation procedure forms a differentiable manifold such that at all points on the manifold the Fisher information matrix is well-defined and positive definite. Then the Fisher information matrix has the interpretation of a Riemannian metric tensor. It defines a Riemannian metric, the so-called Fisher metric, on the manifold of densities.

**Proof** This statement can be found in rudimentary form in [43, p.332]. For a proof see e.g. [5], [2]. \(\square\)

As a consequence of this theorem, scoring can be made completely coordinate free, at least in principle, by taking steps along geodesics in the proposed directions. This is entirely analogous to the procedure of obtaining coordinate free versions of Gauss-Newton.

Now let us apply this to the problem of system identification as posed in the previous sections. To make the connection we will assume that the covariance matrix of the innovations is known to be the identity matrix. We will consider the situation for large values of \(t\), such that effects of initial conditions can be neglected. From e.g. [46, Sect. 7.4] it follows that in the Gaussian set-up of the identification problem studied in this paper the negative log-likelihood is given by

\[ - \log \hat{L}_t(\theta) = \frac{1}{2} \sum_{k=1}^t \epsilon_k(\theta)^T \epsilon_k(\theta) + \text{constant} \]  

(6.3)

where, as stated above, the effects of initial conditions are neglected and the covariance of the driving white noise is assumed to be \(\Sigma = I\). Now, maximization of the likelihood function is equivalent to minimization of \(\hat{V}_t(\theta)\) as defined previously, since we can write

\[ - \frac{1}{2} \log \hat{L}_t(\theta) = \hat{V}_t(\theta) + \text{constant}. \]

Therefore, Gauss-Newton can be applied. We get

\[ \theta_+ = \theta_c - \hat{G}_t(\theta_c)^{-1} \hat{g}_t(\theta_c) \]  

(6.4)

This Gauss-Newton method is clearly not identical to scoring, as opposed to what is stated in [34, p.284].
Consider for the system identification case the limit for \( t \to \infty \) of the average Fisher information:
\[
I_\infty(\theta) = \lim_{t \to \infty} I(t).
\]
One has a result similar to the previous one. In this case one considers the situation in which one wants to identify a stochastic system. As before we will speak of an i/o-system if we want to stress that only the external behaviour of the system is considered. In this case each i/o-system is in fact a stationary stochastic process with rational spectrum.

**Theorem 6.2** Suppose the set of i/o-systems that one wants to consider in an estimation procedure forms a differentiable manifold such that at all points on the manifold the Fisher information matrix is well-defined and positive definite. Then the Fisher information matrix has the interpretation of a Riemannian metric tensor. It defines a Riemannian metric, the so-called Fisher metric, on the manifold of i/o-systems.

**Proof** See [27], [3].

In order to compare Gauss-Newton and scoring for our system identification problem, we can compare the metrics involved, as both methods have the interpretation of a Riemannian steepest descent method. For large values of \( t \) the prediction error metric, which is associated to Gauss-Newton, approaches the steady state prediction error metric. Therefore we will compare the steady state prediction error metric with the Fisher metric. Calculation of the elements of the corresponding metric tensor proceeds in terms of the matrices \( A(\theta), B(\theta), C(\theta) \) via solving discrete-time Lyapunov equations associated with the extended system

\[
\begin{align*}
\zeta_{t+1} &= \dot{A}(\theta_*, \theta) \zeta_t + \dot{B}(\theta_*, \theta) v_t \\
\dot{\varepsilon}_t &= \dot{C}(\theta_*, \theta) \zeta_t
\end{align*}
\]

Here \( \dot{\varepsilon}_t \) denotes the directional derivative of \( \varepsilon_t \) in the direction \( \dot{\theta} \), whereas \( \dot{A}(\theta_*, \theta), \dot{B}(\theta_*, \theta), \dot{C}(\theta_*, \theta) \) are given by

\[
\begin{align*}
\dot{A}(\theta_*, \theta) &= \begin{pmatrix} A(\theta_*) & 0 & 0 \\ B(\theta)C(\theta_*) & F(\theta) & 0 \\ \dot{B}(\theta)C(\theta_*) & \dot{F}(\theta) & F(\theta) \end{pmatrix} \\
\dot{B}(\theta_*, \theta) &= \begin{pmatrix} B(\theta_*) \\ B(\theta) \\ \dot{B}(\theta) \end{pmatrix} \\
\dot{C}(\theta_*, \theta) &= \begin{pmatrix} 0 & -\dot{C}(\theta) & -C(\theta) \end{pmatrix}
\end{align*}
\]

with \( F(\theta) = A(\theta) - B(\theta)C(\theta) \) and the dot denoting directional differentiation. Thus, the prediction error metric can be related to the \( \ell^2 \)-norm of systems of order \( \leq 3N \). The Fisher information matrix is obtained from the same formulas via substitution of \( \theta_* = \theta \). It is an interesting fact that the triple \((A(\theta, \theta), B(\theta, \theta), C(\theta, \theta))\) is non-minimal and can be shown to correspond to a system of order \( \leq 2N \). For more details we refer to [39].

A number of things can be said if the actual estimate \( \theta_c \) approaches the true value \( \theta_* \) and \( t \) tends to \( \infty \). In that case the Hessian of the likelihood is known to converge to the information matrix and, as we have seen, this in turn becomes equal to the steady state prediction error metric tensor. Therefore, if \( t \) is sufficiently large and \( \theta_c \) close enough to \( \theta_* \) then the exact Newton method, Gauss-Newton and the scoring algorithm all produce virtually the same search directions at \( \theta_c \) so that their convergence behaviour is comparable. Of these three methods the Newton method is the only one that is not coordinate-free,
because in general the Hessian of a function is not a coordinate-free object. There is however one exception: at critical points of a function the Hessian is coordinate-free. Of course in the situation just described one has a critical point of the criterion function indeed and the Hessian does become a coordinate-free object.

7 Simulation experiments

We have carried out several computer experiments based on the off-line identification set-up described in the previous sections. Using a simulated data sample of size 2000 for a specific system of order $N = 4$ and with $p = 2$ inputs and outputs, we have estimated its $n = 2Np = 16$ system parameters in various different ways. Some results on required numbers of iterations are collected in Tables 1–3. The simulated data correspond to steady state simulations and do not involve the stylized assumption $z_1 = 0$ of Section 4 for the data generating process. Of course the prediction error filters did start with initial state zero. In order to detect numerical convergence within a given parametrization we made use of Marquardt’s stopping criterion as described in [6].

To handle the problem of selecting an appropriate parametrization we have used the structure selection criterion described in [37,38]. According to that approach, for $N = 4$ and $p = 2$ there exist three different parametrizations, based on different nice selections. These correspond to matrices $A$, $B$ and $C$, parametrized respectively by

- **Structure 1:**
  
  \[
  A = \begin{pmatrix}
  0 & 0 & 1 & 0 \\
  \theta_1 & \theta_2 & \theta_3 & \theta_4 \\
  0 & 0 & 0 & 1 \\
  \theta_5 & \theta_6 & \theta_7 & \theta_8
  \end{pmatrix}
  \]
  
  \[
  B = \begin{pmatrix}
  \theta_9 & \theta_{13} \\
  \theta_{10} & \theta_{14} \\
  \theta_{11} & \theta_{15} \\
  \theta_{12} & \theta_{16}
  \end{pmatrix}
  \]

- **Structure 2:**
  
  \[
  A = \begin{pmatrix}
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1 \\
  \theta_1 & \theta_2 & \theta_3 & \theta_4 \\
  \theta_5 & \theta_6 & \theta_7 & \theta_8
  \end{pmatrix}
  \]
  
  \[
  B = \begin{pmatrix}
  \theta_9 & \theta_{13} \\
  \theta_{10} & \theta_{14} \\
  \theta_{11} & \theta_{15} \\
  \theta_{12} & \theta_{16}
  \end{pmatrix}
  \]

- **Structure 3:**
  
  \[
  A = \begin{pmatrix}
  \theta_1 & \theta_2 & \theta_3 & \theta_4 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1 \\
  \theta_5 & \theta_6 & \theta_7 & \theta_8
  \end{pmatrix}
  \]
  
  \[
  B = \begin{pmatrix}
  \theta_9 & \theta_{13} \\
  \theta_{10} & \theta_{14} \\
  \theta_{11} & \theta_{15} \\
  \theta_{12} & \theta_{16}
  \end{pmatrix}
  \]

Matrix $C$ assumes in all three cases the fixed form

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]

To generate the data sample we have constructed the driving white noise as Gaussian, 2-dimensional, with zero mean and unit covariance, that is

\[
\Sigma = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]
The data generating system of our experiments is then characterized by the "true" parameter vector
\[ \theta_* = (0.1, -0.3, 0.1, 0.1, -0.3, -0.7, 0.1, -0.1, 0.1, 0.2, -0.2, -0.1, -0.1, 0.1, 0.1, 0.1)^T \]
corresponding to structure 2.
We have investigated the Gauss–Newton and scoring algorithm, both starting from the same 4 different initial points. These starting points are given by
\[ \theta_0^{(1)} = (0.2, -0.4, 0.0, 0.2, -0.4, -0.8, 0.2, 0.0, 0.0, 0.3, -0.1, -0.2, 0.2, 0.2, 0.2, 0.0)^T \]
\[ \theta_0^{(2)} = (0.0, 0.1, 0.1, -0.1, -0.2, 0.1, 0.0, -0.1, 0.1, -0.2, 0.1, -0.1, 0.0, -0.1, 0.1, -0.2)^T \]
\[ \theta_0^{(3)} = (0.4, -0.2, 0.3, -0.1, -0.2, -0.1, -0.1, 0.2, -0.2, 0.1, 0.1, -0.3, -0.2, 0.3, 0.1)^T \]
\[ \theta_0^{(4)} = (0.5, 0.0, 0.1, -0.1, -0.2, 0.1, -0.3, -0.1, 0.1, 0.2, -0.3, -0.1, 0.0, -0.2, 0.0, -0.2)^T \]
where \( \theta_0^{(1)} \), \( \theta_0^{(3)} \) and \( \theta_0^{(4)} \) are in structure 2, and \( \theta_0^{(2)} \) is in structure 1.
The required numbers of iterations needed to converge to a local optimum are collected in Table 1. About the different starting points we remark that \( \theta_0^{(3)} \) is closest to \( \theta_* \). This is well reflected by the results of the experiments, as convergence was always quickest starting from this point.
A second series of experiments corresponds to the same two algorithms, both starting from the same four initial points but this time with the initial parameter chart kept fixed. The outcomes of these experiments are collected in Table 2. As the first-order effects of the algorithms are parametrization independent, the differences can be assigned fully to "second-order effects."
The third series of experiments involves starting point \( \theta_0^{(2)} \) which is analyzed for all three parametrizations, which are kept fixed each time. For this purpose, starting point \( \theta_0^{(2)} \) is recalculated to its equivalents in structure 2 and 3. The results are collected in Table 3.
Based on these experiments we then can draw the following conclusions.

1. The use of overlapping parametrizations can prove to be essential for finding the true optimum in a system identification problem. In those cases where the wrong fixed parameter chart was used, both Gauss–Newton and scoring were not able to approximate the true optimum satisfactorily. This is reflected by the results of Table 2 and 3. However, when automatic changing of parametrization was applied no such problems occurred and the true optimum was approximated well by Gauss–Newton and scoring. As already remarked above, these effects can be fully assigned to the fact that we did not follow geodesics on the manifold, but that steps were taken along lines within the parameter charts instead. Thus, the manifold approach with overlapping parametrizations may improve existing identification methods. In conjunction with this, notice that also if one starts in the correct structure convergence might be much slower if this parametrization is kept fixed. See Table 3.

2. Local convergence in the neighbourhood of the true optimum for Gauss–Newton and scoring occurred at similar rates, which was superlinear.

We conclude the discussion of these experiments with some final remarks.
(i) The lack of built-in "hysteresis" in the structure selection algorithm (as proposed by Clark [8]) caused no problems in our experiments. Such a facility seems only necessary
if the optimum corresponds to a model that lies close to the boundary of an area in the admissible space related to a fixed optimal structure. But even then the algorithms can terminate appropriately as the number of possible charts is finite. In our set-up it is immaterial to which structure the final estimated model corresponds.

(ii) From some additional experimenting we have found that scoring is a more robust method than Gauss–Newton, because of the following. If one starts relatively far from the true optimum, one might be “thrown off the manifold.” This is caused by the fact that the criterion function to be optimized remains well defined as long as $A(\theta) - B(\theta)C(\theta)$ is asymptotically stable, without any restriction on the asymptotic stability of $A(\theta)$. Thus, in principle it can happen for any optimization method that a path is followed that leads through the region where $A(\theta)$ is unstable. As a consequence, local minima on that stability boundary occur, a situation that cannot be avoided. However, one should notice that the Riemannian metric tensor related to the method of scoring, i.e. the Fisher information matrix, “explodes” if $\theta$ approaches the stability boundary for either $A(\theta)$ or $A(\theta) - B(\theta)C(\theta)$. Therefore, this method implicitly tries to avoid the situation mentioned above, as opposed to Gauss–Newton which does not exhibit this behaviour.
Appendix A:

We start this appendix by showing that the open neighbourhood $W$ of $p_\ast$ in $M$ can be taken of a special form around an isolated local minimum of the criterion function at which the Jacobian has full column rank $n$. As stated in Section 3, this is important in the light of convergence analysis of the algorithms. We have the following.

Lemma A.1 Suppose $f : \mathcal{D} \rightarrow \mathbb{R}^m$ is a continuously differentiable mapping, where $\mathcal{D} \subset \mathbb{R}^n$ is an open domain and $m \geq n$. Denote its Jacobian by $J : \mathcal{D} \rightarrow \mathbb{R}^{m \times n}$ defined as

$$J(\theta) = \left( \frac{\partial f_1}{\partial \theta_1}(\theta), \ldots, \frac{\partial f_m}{\partial \theta_m}(\theta) \right), \forall \theta \in \mathcal{D}.$$ 

Define function $V : \mathcal{D} \rightarrow \mathbb{R}$ as $V(\theta) = \frac{1}{2} \| f(\theta) \|^2$, with $\| \cdot \|$ denoting the Euclidean norm on $\mathbb{R}^m$. Suppose that $\theta_\ast$ yields a local, isolated minimum of $V$ on $D$, for which the Jacobian $J(\theta_\ast)$ has full rank $n$. For all $\delta > 0$ define $D_\ast^{\delta} \subset D$ as the open set

$$D_\ast^{\delta} = \{ \theta \in D \mid V(\theta) - V(\theta_\ast) < \delta; \theta \text{ and } \theta_\ast \text{ are arcwise connected} \} \quad (A.1)$$

Then there exists $\delta > 0$ for which $\text{rk}\{ J(\theta) \} = n$, $\forall \theta \in D_\ast^{\delta}$.

Proof According to the inverse function theorem there exists an open neighbourhood $W$ of $\theta_\ast$ such that for all $\theta \in W$: $\text{rk}\{ J(\theta) \} = n$, and for which the restriction $f|_W : W \rightarrow f(W)$ of $f$ to $W$ with range $f(W)$ is bijective. Since $W$ is open in $\mathbb{R}^n$ there exists an $\epsilon > 0$ for which the open ball $B_{\epsilon}(\theta_\ast) = \{ \theta \in \mathbb{R}^n \mid \| \theta - \theta_\ast \| < \epsilon \}$ is contained in $W$. (Here $\| \cdot \|$ again denotes the Euclidean norm, but this time on $\mathbb{R}^n$.)

Since $\theta_\ast$ yields an isolated local minimum of $V$ and because $V$ is continuous on $D$, there exists an $\eta > 0$ such that for all $\theta \in B_{\eta}(\theta_\ast)$ we have $V(\theta) > V(\theta_\ast)$ if $\theta \neq \theta_\ast$. Denote $\mu = \frac{1}{2} \min(\epsilon, \eta)$ and consider the closed annulus $A_{\mu,2\mu}^\ast = \{ \theta \in \mathbb{R}^n \mid \mu \leq \| \theta - \theta_\ast \| \leq 2\mu \}$. This is a compact subset of $D$ so that the restriction of $V$ to $A_{\mu,2\mu}^\ast$ assumes a minimum value, say $\bar{V}(\mu,2\mu)$. Define $\Delta = \bar{V}(\mu,2\mu) - V(\theta_\ast)$. Since $A_{\mu,2\mu}^\ast$ is contained in $B_{\eta}(\theta_\ast)$ but does not contain $\theta_\ast$ we must have $\Delta > 0$.

Now consider the set $D_\Delta^\ast$. Obviously we must have $D_\Delta^\ast \subset B_{\mu}(\theta_\ast)$, since all $\theta \in D_\Delta^\ast$ are by definition arcwise connected to $\theta_\ast$ but no arc in $D_\Delta^\ast$ can have points in $A_{\mu,2\mu}^\ast$: on $A_{\mu,2\mu}^\ast$ we have $V(\theta) - V(\theta_\ast) \geq \Delta$ but on $D_\Delta^\ast$ we have by definition $V(\theta) - V(\theta_\ast) < \Delta$.

We can summarize: $D_\Delta^\ast \subset B_{\mu}(\theta_\ast) \subset B_{\eta}(\theta_\ast) \subset W$, and since for all $\theta \in W$ the Jacobian of $f$ has full rank $n$, this also holds for all $\theta \in D_\Delta^\ast$. Thus, any $\delta \in (0, \Delta]$ will do, which proves the proposition. \qed

Corollary A.2 From Lemma A.1 it follows that if the step-size controlling parameter $\alpha$ in the Gauss-Newton scheme is determined according to a rule that ensures a decrease of function value, then around each local minimum that is isolated and for which $J(\theta)$ has full column rank $n$ there exists a neighbourhood such that if the algorithm enters it, it can never leave it. Within this region there is no more need of changing coordinates, so that the convergence theorems developed for the Euclidean case can readily be applied.

Remark. Obviously, if the domain for $f$ and $V$ is not a subset of $\mathbb{R}^n$ but an $n$-dimensional Riemannian manifold, we can first restrict to local coordinates in a chart containing $p_\ast$ and then apply Lemma A.1 above. This shows that our claims are true for the case of Riemannian manifolds as well. Apart from that, one can state corollaries like the one above for any minimization algorithm that is such that the sequence of function values for the
iterates is monotonously decreasing.

The following discussion corresponds to some claims in Section 5. Let \((A(0), B(0), C(0))\) be a parametrized matrix triple, where \(\theta \in \Theta \subset \mathbb{R}^d\), with \(\Theta\) an open set, such that \(A : \Theta \to \mathbb{R}^{n \times n}, B : \Theta \to \mathbb{R}^{n \times p}\) and \(C : \Theta \to \mathbb{R}^{p \times n}\) are sufficiently often continuously differentiable functions of \(\theta\). We assume the functions \(A, B\) and \(C\) and the set \(\Theta\) to be such that the following properties are satisfied: (1) \((A(0), B(0), C(0))\) is minimal for all \(\theta \in \Theta\), (2) \(A(\theta)\) and \([A(\theta) - B(\theta)C(\theta)]\) are asymptotically stable, (3) \((A(\theta), B(\theta), C(\theta))\) is the only representative of its i/o-equivalence class in \(\Theta\).

It is known from realization theory that, in order for these conditions to be satisfied, the dimension \(d\) of the parameter space can be at most \(2np\). To each triple \((A(\theta), B(\theta), C(\theta))\) we can associate a linear, time-invariant, discrete-time, dynamical system, denoted by \(S(\theta)\), according to the following system of recursive equations:

\[
\begin{align*}
    x_{t+1}(\theta) &= A(\theta)x_t(\theta) + B(\theta)v_t, \\
    y_t(\theta) &= C(\theta)x_t(\theta) + v_t \quad (t \in \mathbb{Z}^+), \quad x_1(\theta) = 0,
\end{align*}
\]

with \(\{v_t\}_{t=1}^\infty\) a \(p\)-dimensional, stationary, white, Gaussian noise process of zero mean and with covariance \(\Sigma > 0\).

Notice that in this set-up the initial state of the system is known and required to be zero. It is the price we have to pay in order to be able to carry out the following analysis and to obtain the results collected in this Appendix.

The system above is given in so-called innovations form; the \(v_t\) are the innovations. For any \(\Sigma\) (i.e., for any input process \(\{v_t\}_{t=1}^\infty\)) the system \(S(\theta)\) determines an output process denoted by \(Y_1^\infty(\theta) = \{y_t(\theta)\}_{t=1}^\infty\) which is zero mean and Gaussian, but in general not white.

Essentially we consider dynamical systems to be i/o-mappings. Our interest is in extracting information about the parameter \(\theta\) (within a given parametrization) from the output process \(Y_1^\infty(\theta)\). For this we consider linear filtering of an output process \(Y_1^\infty = \{y_t\}_{t=1}^\infty\) by filters \(\Phi(\theta)\) of the form

\[
\Phi(\theta) : \begin{cases}
    \hat{x}_{t+1}(\theta) = [A(\theta) - B(\theta)C(\theta)]\hat{x}_t(\theta) + B(\theta)y_t, \\
    \hat{y}_t(\theta) = C(\theta)\hat{x}_t(\theta) \quad (t \in \mathbb{Z}^+), \quad \hat{x}_1(\theta) = 0,
\end{cases}
\]

with \(\theta \in \Theta\).

Introducing the prediction error process \(E_1^\infty(\theta) = \{e_t(\theta)\}_{t=1}^\infty\) for an output process \(Y_1^\infty\) based on a filter \(\Phi(\theta)\) via the definition

\[
e_t(\theta) = y_t - \hat{y}_t(\theta) \quad (t \in \mathbb{Z}^+),
\]

we see that we might as well obtain this process \(E_1^\infty(\theta)\) via direct linear filtering of \(Y_1^\infty\) with the so-called prediction error filter \(P(\theta)\), defined via

\[
P(\theta) : \begin{cases}
    \hat{x}_{t+1}(\theta) = [A(\theta) - B(\theta)C(\theta)]\hat{x}_t(\theta) + B(\theta)y_t, \\
    e_t(\theta) = -C(\theta)\hat{x}_t(\theta) + y_t \quad (t \in \mathbb{Z}^+), \quad \hat{x}_1(\theta) = 0,
\end{cases}
\]

with \(\theta \in \Theta\).

Comparing the structure of the equations determining \(P(\theta)\) as an i/o-mapping with those of \(S(\theta)\), we can represent \(P(\theta)\) by the matrix triple \(([A(\theta) - B(\theta)C(\theta)], B(\theta), -C(\theta))\). We then have the following Lemmas and Theorems justifying the set-up above.

**Lemma A.3** If the triple \(S(\theta) = (A(\theta), B(\theta), C(\theta))\) is minimal, then so is the triple \(P(\theta) = ([A(\theta) - B(\theta)C(\theta)], B(\theta), -C(\theta))\) and conversely.
Proof This is a basic lemma that can be found in many textbooks. We give its proof because of the fact that certain formulas will be used later on as well.

If we denote the controllability matrix of $S(\theta)$ by $C^{(1)}$ and its observability matrix by $O^{(1)}$ and likewise denote the controllability matrix of $P(\theta)$ by $C^{(2)}$ and its observability matrix by $O^{(2)}$, then these are related by

$$C^{(2)} = C^{(1)} T, \quad O^{(2)} = T^T O^{(1)},$$

where $T$ denotes the matrix

$$
\begin{pmatrix}
I & G_1(\theta) & \cdots & G_{n-2}(\theta) & G_{n-1}(\theta) \\
I & \ddots & \ddots & \ddots & \ddots \\
O & I & G_1(\theta) & \cdots & I
\end{pmatrix}
$$

in which $G_i(\theta)$ denotes the $i$-th Markov matrix of $P(\theta)$:

$$G_i(\theta) = \begin{cases} I & \text{for } i = 0 \\ -C(\theta)[A(\theta) - B(\theta)C(\theta)]^{i-1}B(\theta) & \text{for } i > 0. \end{cases}$$

Noticing that $T$ is non-singular for each $\theta$ and that minimality follows from rank conditions on the controllability and observability matrices, we obtain the lemma.

It is worthwhile noticing that $P(\theta)$ can be considered as the inverse system for $S(\theta)$ for each $\theta \in \Theta$: the prediction errors resulting after application of first $S(\theta)$ and then $P(\theta)$ are identical to the white noise input. This a consequence of the fact that the system equations of $S(\theta)$ can be rewritten, by substitution of the expression for $y_t(\theta)$, to yield the prediction error filter equations of $P(\theta)$.

When introducing the Markov parameters $H_i(\theta)$ for $(A(\theta), B(\theta), C(\theta))$ via

$$H_i(\theta) = \begin{cases} I & \text{for } i = 0 \\ -C(\theta)A(\theta)^{i-1}B(\theta) & \text{for } i > 0, \end{cases}$$

we can easily derive, using induction, the following relation to hold:

$$\sum_{k=0}^s H_{s-k}(\theta)G_k(\theta) = \begin{cases} I & \text{for } s = 0 \\ 0 & \text{for } s > 0 \end{cases}$$

This means that the inverse of the transfer function of $S(\theta)$ is equal to the transfer function of $P(\theta)$, as the Markov matrices are the coefficients of the (matrix-)Taylor series expansions of the corresponding transfer functions.

Lemma A.4 $\Phi(\theta)$ is the Kalman filter for $S(\theta)$, for each $\theta \in \Theta$.

Proof The result is an immediate consequence of the foregoing discussion, as the Kalman filter for a system $S(\theta)$ is characterized by its property of yielding the best linear predictor for $y_{t+1}$ based on all past observations $y_1, \ldots, y_t$. Since the prediction errors resulting from $P(\theta)$ (which is in direct correspondence with $\Phi(\theta)$) are identical to the innovations, we see that $\Phi(\theta)$ is optimal.

Let us now introduce the following criterion function $V_t(\theta)$ at time $t \in \mathbb{Z}^+$ with respect to the prediction error filters $P(\theta)$, $\theta \in \Theta$, that are applied to a given output process $Y_t^{\infty} = Y_t^{\infty}(\theta_*)$ generated by $S(\theta_*)$, where $\theta_*$ is unknown:
We have the following result.

**Theorem A.5** At $\theta = \theta_*$ the criterion $V_t(\theta)$ assumes a globally minimal value. For $t > 2n$ this minimum is unique.

**Proof** The first part of this theorem is a direct consequence of the fact that the Kalman filter for $S(\theta_*)$ is given by $\Phi(\theta_*)$, leading to optimal prediction errors at each time $t$ identical to the innovations. More formally, we can prove this result via direct calculation proceeding along the following lines.

We can describe the effect of the white noise input $v_t$ on the prediction errors $e_t(\theta)$ by "connecting" $S(\theta_*)$ and $P(\theta)$, via elimination of the output process $Y_t^\infty$:

$$
\begin{align*}
V_t &= \frac{1}{2}E_{\theta_*}(e_t(\theta)^T e_t(\theta))
\end{align*}
$$

We introduce the notation $P_x(t, \theta) = E_{\theta_*}\left\{\begin{pmatrix} x_t \\ \hat{x}_t(\theta) \end{pmatrix}, \begin{pmatrix} x_t \\ \hat{x}_t(\theta) \end{pmatrix}^T\right\}$

As the extended state at time $t$ is fully determined by the stochastic inputs $v_s$ up to time $s = t - 1$ and since $\{v_t\}_{t=1}^\infty$ is a white noise process, we have that $v_t$ is independent of the extended state at time $t$. Thus we obtain the recursion

$$
P_x(t+1, \theta) = \tilde{A}(\theta)P_x(t, \theta)\tilde{A}(\theta)^T + \tilde{B}(\theta)\Sigma \tilde{B}(\theta)^T
$$

for which we introduce the notation

$$
\begin{align*}
\tilde{A}(\theta) &= \begin{pmatrix} A(\theta_*) & O \\ B(\theta)C(\theta_*) & [A(\theta) - B(\theta)C(\theta)] \end{pmatrix} \\
\tilde{B}(\theta) &= \begin{pmatrix} B(\theta_*) \\ B(\theta) \end{pmatrix} \\
\tilde{C}(\theta) &= \begin{pmatrix} C(\theta_*) & -C(\theta) \end{pmatrix}
\end{align*}
$$

This leads to the following general expression for $P_x(t, \theta)$

$$
P_x(t, \theta) = \tilde{A}(\theta)^{t-1}P_x(1, \theta)[\tilde{A}(\theta)^T]^{t-1} + \sum_{s=1}^{t-1}\tilde{A}(\theta)^{s-1}\tilde{B}(\theta)\Sigma \tilde{B}(\theta)^T[\tilde{A}(\theta)^T]^{s-1}
$$

where a sum over an empty set vanishes.

From the fact that the initial extended state is chosen in a deterministic way as zero, we have that $P_x(1, \theta) = 0$. This leads for $t = 2, 3, \ldots$ to the expression
\[ P_x(t, \theta) = \sum_{s=1}^{t-1} \hat{A}(\theta)^{s-1} \hat{B}(\theta) \Sigma \hat{B}(\theta)^T [\hat{A}(\theta)^T]^{s-1} \]

The criterion value at \( \theta \) can now be expressed as

\[ V_t(\theta) = \frac{1}{2} \text{tr} \{ \Sigma \} + \frac{1}{2} \text{tr} \left\{ \sum_{s=1}^{t-1} \hat{C}(\theta) P_x(t, \theta) \hat{C}(\theta)^T \right\} \]

This shows \( \frac{1}{2} \text{tr} \{ \Sigma \} \) to be an underbound for the criterion value \( V_t(\theta) \).

The formula above can be expressed in terms of \( \hat{A}(\theta), \hat{B}(\theta) \) and \( \hat{C}(\theta) \) via substitution of the formula for \( P_x(t, \theta) \)

\[ V_t(\theta) = \frac{1}{2} \text{tr} \{ \Sigma \} + \frac{1}{2} \text{tr} \left\{ \sum_{s=1}^{t-1} \hat{C}(\theta) \hat{A}(\theta)^{s-1} \hat{B}(\theta) \Sigma \hat{B}(\theta)^T [\hat{A}(\theta)^T]^{s-1} \hat{C}(\theta)^T \right\} \]

Using the block partitioning of \( \hat{A}(\theta), \hat{B}(\theta) \) and \( \hat{C}(\theta) \) we can write

\[ \hat{C}(\theta) \hat{A}(\theta)^{s-1} \hat{B}(\theta) = \sum_{k=0}^{s} H_{s-k}(\theta_*^*) G_k(\theta) \]

with \( H_k(\theta) \) and \( G_k(\theta) \) as defined before.

Evaluating at \( \theta = \theta_*^* \) we obtain the relation (as above)

\[ \sum_{k=0}^{s} H_{s-k}(\theta_*^*) G_k(\theta) = \begin{cases} I & \text{for } s = 0 \\ 0 & \text{for } s > 0 \end{cases} \]

Therefore, since the term for \( s = 0 \) does not occur in the formula for \( V_t(\theta) \), we get

\[ V_t(\theta_*) = \frac{1}{2} \text{tr} \{ \Sigma \} \]

This proves the minimality of \( V_t(\theta) \) at \( \theta = \theta_*^* \).

The second part of the theorem can be shown by establishing its relation to the partial realization problem. By reconsidering the general expression in terms of \( \hat{A}(\theta), \hat{B}(\theta) \) and \( \hat{C}(\theta) \) for \( V_t(\theta) \) we get that a global minimum occurs if and only if

\[ \hat{C}(\theta) \hat{A}(\theta)^{s-1} \hat{B}(\theta) = 0 \]

for \( s = 1, 2, \ldots, t - 1 \). This implies that we must have

\[ \sum_{k=0}^{s} H_{s-k}(\theta_*^*) G_k(\theta) = 0 \]

for \( s = 1, 2, \ldots, t - 1 \).

Now remark that by definition \( H_0(\theta_*) = I \) and \( G_0(\theta) = I \). We therefore can rewrite the set of equations as one (block partitioned) matrix equation:

\[
\begin{pmatrix}
I \\
H_1(\theta_*) & I \\
\vdots & \ddots \\
H_{t-3}(\theta_*) & \cdots & I \\
H_{t-2}(\theta_*) & \cdots & H_1(\theta_*) & I
\end{pmatrix}
\begin{pmatrix}
G_1(\theta) \\
G_2(\theta) \\
\vdots \\
G_{t-2}(\theta) \\
G_{t-1}(\theta)
\end{pmatrix}
= 
\begin{pmatrix}
H_1(\theta_*) \\
\vdots \\
H_{t-2}(\theta_*) \\
H_{t-1}(\theta_*)
\end{pmatrix}
\]
As a result of the non-singularity of the matrix on the left we see that the matrices
\( G_1(\theta), \ldots, G_{t-1}(\theta) \) are completely determined by \( \theta_* \). Because we have shown that a solution is given by \( \theta = \theta_* \) we obtain the necessary and sufficient condition for a global minimum of \( V_t(\theta) \)

\[
G_k(\theta) = G_k(\theta_*) \quad \text{for } k = 1, \ldots, t - 1
\]

The problem of realizing matrices \( A(\theta), B(\theta) \) and \( C(\theta) \) leading to \( G_k(\theta) \) with this property is seen to be exactly the partial realization problem with respect to the inverse system \( P(\theta_*) \) of \( S(\theta_*) \). From standard results from this field, cf. Hazewinkel [24], we then can conclude that if \( t > 2n \) the solution is unique, so that by the conditions on the parametrization at hand (in particular the one stating that two i/o-equivalent systems within our class are necessarily specified by the same vector \( \theta \)) we have that \( \theta = \theta_* \) then constitutes a unique global minimum. This completes the proof of the theorem.

\[\square\]

In addition to this proof we remark that generically it is sufficient, for uniqueness of the global minimum, to know \( G_1(\theta_*), \ldots, G_{s}(\theta_*) \) with \( s = \lceil \frac{2n}{p} \rceil \) denoting the smallest integer greater than or equal to \( \frac{2n}{p} \). Therefore, uniqueness is generically obtained for \( t > \lceil \frac{2n}{p} \rceil \).

A second remark concerns the necessity of incorporating knowledge of the initial state of the data generating system into the problem structure. The advantage of doing so becomes clear from the expression for \( P_x(t,\theta) \) which then no longer depends on the initial state. Letting \( x_1 \) be random, e.g. with steady-state covariance, would lead to a situation where \( \theta_* \) in general does not constitute a global minimum for \( V_t(\theta) \) as a result of the initial effects. For this, notice that one will always start the prediction error filter with \( \hat{x}_1(\theta) = 0 \) if no additional information about the initial state of \( S(\theta_*) \) is available. Therefore, \( P_x(t,\theta) \) will not be stationary. An alternative solution is offered by letting time \( t \) run from minus infinity and assuming stationarity. This situation can be obtained in the present set-up by considering \( t \rightarrow \infty \). Notice that then the initial effects occurring for a random initial state \( x_1 \) will vanish. This case is studied in Hanzon [16,17].
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