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This book deals with statistical inference of nonlinear regression models from two opposite points of view, namely the case where the functional form of the model is completely specified as a known function of regressors and unknown parameters, and the opposite case where the functional form of the model is completely unknown. First it is assumed that the response function of the regression model under review belongs to a certain well-specified parametric family of functional forms, by which estimation of the model merely amounts to estimation of the unknown parameters. For this class of models we review the asymptotic properties of the nonlinear least squares estimator for independent data as well as for time series.

In practice assumptions on the functional form are often made on the basis of computational convenience rather than on the basis of precise a priori knowledge of the empirical phenomenon under review. Therefore the linear regression model is still the most popular model specification in applied research. However, even if the specification of the functional form is based on sound theoretical considerations there is quite often a large range of functional forms that are theoretically admissible, so that there is no guarantee that the actually chosen functional form is true. Functional specification of a parametric nonlinear regression model should therefore always be verified by conducting model misspecification tests. Various model misspecification tests will therefore be discussed, in particular consistent tests which have asymptotic power 1 against all deviations from the null hypothesis that the model is correct.

The opposite case of parametric regression is nonparametric regression. Nonparametric regression analysis is concerned with estimation of a regression model without specifying in advance its functional form. Thus the only source of information about the functional form of the model is the data set itself. In this book we shall review various nonparametric regression approaches, with special emphasis on the kernel method, under various distributional assumptions.

This book is divided into three parts. In the first part we review the elements of abstract probability theory we need in part 2. Part 2 is devoted to the asymptotic theory of parametric and nonparametric regression analysis in the case of independent data generating processes. In part 3 we extend the analysis involved to time series.

The selection of the topics mainly reflects my own interest in the subject. Instead of providing an encyclopedic survey of the literature, I have chosen for a setup which aims to fill the gap between intermediate statistics (including linear time series analysis) and the level necessary to get access to the recent literature on nonlinear and nonparametric regression analysis, with emphasis on my own contributions. The ultimate goal is to provide the student with the tools for his own independent research in this area, by showing what tools I and others have used and what they have been used for. Thus, this book may be viewed as an account of my own struggle with the material involved. I think this book is particularly suitable for self-tuition (at least I aim to be), and may prove useful in a graduate course in mathematical statistics and advanced econometrics.
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2. CONVERGENCE

In this chapter we consider various modes of convergence, i.e., weak and strong convergence of random variables, weak and strong laws of large numbers, convergence in distribution and central limit theorems, weak and strong uniform convergence of random functions and uniform weak and strong laws. The material in this chapter is a revision and extension of sections 2.2-2.4 in Bierens (1981).

2.1 Weak and strong convergence of random variables

In this section we shall deal with the concepts of convergence in probability and almost sure convergence, and various laws of large numbers. Throughout we assume that the random variables involved are defined on a common probability space \((\Omega, F, P)\). The first concept is well-known:

**Definition 2.1.1.** Let \((X_n)\) be a sequence of r.v.'s. We say that \(X_n\) converges in probability to a r.v. \(X\) if for every \(\varepsilon > 0\),

\[ \lim_{n \to \infty} P(|X_n - X| < \varepsilon) = 1, \]

and we write: \(X_n \to X\) in pr. or \(\text{plim}_{n \to \infty} X_n = X\).

However, almost sure convergence is much stronger a convergence concept:

**Definition 2.1.2.** Let \((X_n)\) be a sequence of r.v.'s. We say that \(X_n\) converges almost surely (a.s.) to a r.v. \(X\) if there is a null set \(N \in F\) (that is a set in \(F\) satisfying \(P(N) = 0\)) such that for every \(\omega \in \Omega \setminus N\),

\[ \lim_{n \to \infty} X_n(\omega) = X(\omega), \]

and we write: \(X_n \to X\) a.s. or \(\text{lim}_{n \to \infty} X_n = X\) a.s.

Note that this definition is equivalent with:

\[ X_n \to X \text{ a.s. if } P(\{\omega \in \Omega: \lim_{n \to \infty} X_n(\omega) = X(\omega)\}) = 1. \]

A useful criterion for almost sure convergence of random variables is given by the following theorem.
Theorem 2.1.1. Let \( X \) and \( X_1, X_2, \ldots \) be random variables. Then \( X_n \to X \) a.s. if and only if

\[
\lim_{n \to \infty} P(\bigcap_{m=n}^{\infty} \{ |X_m - X| \leq \varepsilon \}) = 1 \quad \text{for every } \varepsilon > 0.
\]

(2.1.1)

Proof: First we prove that \( x(\omega) = \lim_{n \to \infty} X_n(\omega) \) pointwise on \( \Omega \setminus N \) implies (2.1.1). Let \( \omega_0 \in \Omega \setminus N \). Then for every \( \varepsilon > 0 \) there is a number \( n_0(\omega_0, \varepsilon) \) such that

\[
|X_n(\omega_0) - x(\omega_0)| \leq \varepsilon \quad \text{for all } n \geq n_0(\omega_0, \varepsilon).
\]

Now consider the following set in \( F \).

\[
A_n(\varepsilon) = \bigcap_{m=n}^{\infty} \{ \omega \in \Omega : |X_m(\omega) - x(\omega)| \leq \varepsilon \}.
\]

Then \( \omega_0 \in A_{n_0}(\omega_0, \varepsilon) \) and hence \( \omega_0 \in \bigcup_n A_n(\varepsilon) \). Thus we have:

\[
\Omega \setminus N \subseteq \bigcup_n A_n(\varepsilon)
\]

and consequently

\[
P(\Omega \setminus N) \leq P(\bigcup_n A_n(\varepsilon)).
\]

But \( P(\Omega \setminus N) = P(\Omega) - P(N) = 1 \) since \( N \) is a null set, hence

\[
P(\bigcup_n A_n(\varepsilon)) = 1.
\]

Since \( A_n(\varepsilon) \subseteq A_{n+1}(\varepsilon) \), we have \( A_k(\varepsilon) = \bigcup_{n=1}^{k} A_n(\varepsilon) \) and thus

\[
\lim_{n \to \infty} P(A_k(\varepsilon)) = \lim_{n \to \infty} P(\bigcup_{n=1}^{k} A_n(\varepsilon)) = P(\bigcup_n A_n(\varepsilon)) = 1,
\]

which proves the first part of the theorem.

Next we prove that if \( \lim_{n \to \infty} P(A_\varepsilon(\varepsilon)) = 1 \) for every \( \varepsilon > 0 \) then there exists a null set \( N \) such that

\[
x(\omega) = \lim_{n \to \infty} X_n(\omega) \quad \text{pointwise on } \Omega \setminus N.
\]

For \( \delta > 0 \) put \( N_\delta = \Omega \setminus \bigcup_n A_n(\delta) \). Then \( N_\delta \in F \) and

\[
P(N_\delta) = P(\Omega) - P(\bigcup_n A_n(\delta)).
\]
hence $N_0$ is a null set. Define

$$N = \bigcup_k N_{1/k}.$$  

Then $N$ is a countable union of null sets in $P$ and therefore a null set itself. Let $\omega_0 \in \Omega \setminus N$, then $\omega_0 \in \bigcap_k (\cup_n A_n(1/k))$. Suppose that $k$ is arbitrarily chosen but fixed. Then $\omega_0 \in A_n(1/k)$. Therefore, there exists an $n_0 = n_0(1/k)$ such that

$$|x_n(\omega_0) - x(\omega_0)| < 1/k$$

for $n \geq n_0$. It is obvious now that $x_n(\omega_0)$ converges to $x(\omega_0)$ pointwise on $\Omega \setminus N$. This proves the 'only if' part of the theorem. Q.E.D.

From this theorem we see that

**Corollary 2.1.1.** $X_n \to X$ a.s. implies $X_n \to X$ in pr.

**Proof:** Note that

$$\cap_{n=1}^\infty \{|X_n - X| \leq \varepsilon\} \subset \{|X_n - X| \leq \varepsilon\}$$

and consequently

$$P(\cap_{n=1}^\infty \{|X_n - X| \leq \varepsilon\}) \leq P(|X_n - X| \leq \varepsilon).$$

Q.E.D.

The following simple but important theorem provides another useful criterion for almost sure convergence.

**Theorem 2.1.2. (Borel-Cantelli lemma)** If for every $\varepsilon > 0$,

$$\sum_n P(|X_n - X| > \varepsilon) < \infty,$$

then $X_n \to X$ a.s.

**Proof:** Consider the set

$$A_n(\varepsilon) = \cap_{n=1}^\infty \{|x_n(\omega) - x(\omega)| \leq \varepsilon, \omega \in \Omega\}$$

$$= \cap_{n=1}^\infty \{|X_n - X| \leq \varepsilon\}.$$
From theorem 2.1.1 it follows that it suffices to show

$$P(A_n(\varepsilon)) \to 1$$
or equivalently, $$P(A_n(\varepsilon)^c) \to 0$$.

But

$$A_n(\varepsilon)^c = \cap_{m=n}^{\infty} \{ |X_m - X| > \varepsilon \},$$

and hence

$$P(A_n(\varepsilon)^c) \leq \sum_{m=n}^{\infty} P(|X_m - X| > \varepsilon).$$

Since the latter sum is a tail sum of the convergent series

$$\sum_n P(|X_n - X| > \varepsilon)$$

we must have

$$\sum_{m=n}^{\infty} P(|X_m - X| > \varepsilon) \to 0 \text{ as } n \to \infty,$$

which proves the theorem. Q.E.D.

The a.s. convergence concept arises in a natural way from the strong laws of large numbers. Here we give three versions of these laws.

**Theorem 2.1.3.** Let $$(X_j)$$ be a sequence of uncorrelated random variables satisfying $$E(X_j - EX_j)^2 = Cj^{\alpha}$$ for some $$\alpha < 1$$. Then

$$(1/n)\sum_{j=1}^{n}(X_j - EX_j) \to 0 \text{ a.s.}$$

**Proof:** This theorem is a further elaboration of the strong law of large numbers of Rademacher-Menchov [see Révész (1968), theorem 3.2.1. or Stout (1974), theorem 2.3.2.], which states:

Let $$(Y_j)$$, $$j > 0$$, be a sequence of orthogonal random variables (orthogonality means that $$EY_j Y_j = 0$$ if $$j_1 \neq j_2$$). If

$$\sum_j (\log j)E Y_j^2 < \infty$$

then $$\sum Y_j$$ converges a.s. (which means that $$Z = \sum Y_j$$ is a.s. a
finite valued random variable).

Now let \( Y_j = (X_j - EX_j)/j \). Then

\[
\sum_j (\log j) E Y_j^2 = \sum_j (\log j) O(j^{\mu - 2}) < \infty \text{ for } \mu < 1,
\]

hence \( \sum_j (X_j - E X_j)/j \) converges a.s. From the Kronecker lemma [see Révész (1968), theorem 1.2.2. or Chung (1974), p.123] it follows that this result implies the theorem under review.

Q.E.D.

**Theorem 2.1.4.** Let \((X_j)\) be a sequence of uncorrelated random variables satisfying:

\[
\sup_n (1/n) \sum_{j=1}^n E|X_j - EX_j|^2 < \infty \text{ for some } \delta > 0.
\]

Then \((1/n) \sum_{j=1}^n (X_j - EX_j) \to 0 \text{ a.s.}\)

**Proof:** The moment condition in this theorem implies

\[
E|X_j - EX_j|^{2+\delta} = o(j),
\]

so that by Liapounov's inequality

\[
E(X_j - EX_j)^2 \leq E|X_j - EX_j|^{2+\delta} / (2+\delta) = O(j^{2/(2+\delta)}).
\]

The theorem now follows from theorem 2.1.3. Q.E.D.

If the \(X_j\)'s are independent identically distributed (i.i.d.) the condition on the second moment is not needed:

**Theorem 2.1.5:** (Strong law of large numbers of Kolmogorov) Let \((X_j)\) be a sequence of i.i.d. random variables satisfying \( E|X_1| < \infty \). Then

\[
(1/n) \sum_{j=1}^n X_j \to EX_1 \text{ a.s.}
\]

**Proof:** Chung (1974, theorem 5.4.2).
We already have mentioned that almost sure convergence implies convergence in probability. There is also a converse connection, given by the following theorem.

**Theorem 2.1.6.** Let \( X \) and \( X_1, X_2, \ldots \) be r.v.'s. Then \( X_n \to X \) in pr. if and only if every subsequence \( (n_k) \) of the sequence \( (n) \) contains a further subsequence \( (n_{k_j}) \) such that

\[
X_{n_{k_j}} \to X \quad \text{a.s. as } j \to \infty \quad (2.1.2)
\]

**Proof:** Suppose that every subsequence \( (n_k) \) contains a further subsequence \( (n_{k_j}) \) such that \( (2.1.2) \) holds, but that not \( X_n \to X \) in pr. Then there exist numbers \( \varepsilon > 0, \delta > 0 \), and a subsequence \( (n_k) \) such that

\[
P(|X_{n_k} - X| \leq \varepsilon) \leq 1 - \delta,
\]

hence for every further subsequence we have the same, which contradicts our assumption. Thus the 'if' part is now proved. Next, suppose that \( X_n \to X \) in pr. Then for every positive integer \( k \),

\[
\lim_{n \to \infty} P(|X_n - X| > 1/2^k) = 0.
\]

For each \( k \) we can find an \( n_k \) such that

\[
P(|X_{n_k} - X| > 1/2^k) \leq 1/2^k,
\]

hence

\[
\Sigma P(|X_{n_k} - X| > 1/2^k) \leq \Sigma 1/2^k < \infty
\]

and consequently:

\[
\Sigma P(|X_{n_k} - X| > \varepsilon) < \infty \quad \text{for every } \varepsilon > 0.
\]

By the Borel-Cantelli lemma it follows now that \( X_{n_k} \to X \) a.s., which proves the 'only if' part. Q.E.D.
Theorem 2.1.7. Let $X$ and $X_1, X_2, \ldots$ be r.v.'s such that
(a) $X_n \to X$ a.s. or (b) $X_n \to X$ in pr., respectively. Let $f(x)$ be a Borel measurable real function on $\mathbb{R}$. If $f$ is continuous on a Borel set $B$ such that $P(X \in B) = 1$, then
(a) $f(X_n) \to f(X)$ a.s. or (b) $f(X_n) \to f(X)$ in pr., respectively.

Proof:
(a) There is a null set $N_1$ such that for every $\varepsilon > 0$ and every $\omega \in \Omega \setminus N_1$,
$$|X_n(\omega) - x(\omega)| \leq \varepsilon \text{ if } n \geq n_0(\omega, \varepsilon).$$
Let $N_2 = \Omega \setminus \{\omega \in \Omega : x(\omega) \in B\}$. Then $N_2$ is a null set in $F$ and $x(\omega)$ is for every $\omega \in \Omega \setminus N_2$ a continuity point of $f$. Thus for every $\varepsilon > 0$ and every $\omega \in \Omega \setminus N_2$ there is a number $\delta(\varepsilon, \omega) > 0$ such that:
$$|f(x_n(\omega)) - f(x(\omega))| \leq \varepsilon \text{ if } |x_n(\omega) - x(\omega)| \leq \delta(\varepsilon, \omega),$$
hence for every $\varepsilon > 0$ and every $\omega \in \Omega \setminus (N_2 \cup N_2)$ we have:
$$|f(x_n(\omega)) - f(x(\omega))| \leq \varepsilon \text{ if } n \geq n_0(\omega, \delta(\varepsilon, \omega)).$$
Since $N_1 \cup N_2$ is a null set in $F$, this proves part (a) of the theorem.
(b) For an arbitrary subsequence $(n_k)$ we have a further subsequence $(n_{k_j})$ such that (2.1.2) holds and consequently by part (a) of the theorem:
$$f(X_{n_{k_j}}) \to f(X) \text{ a.s.}$$
By theorem 2.1.6 this implies $f(X_n) \to f(X)$ in pr. Q.E.D.

Remark: Until so far in this section we only have dealt with random variables in $\mathbb{R}$. However, generalisation of the definitions and the theorems in this section to finite dimensional random vectors is straightforward, simply by changing random variable to random vector. The only notable extension is:
Theorem 2.1.8. Let $X_n = (X_{1n}, \ldots, X_{kn})'$ and $X = (X_1, \ldots, X_k)'$ be random vectors. Then $X_n \rightarrow X$ a.s. (in prob.) if and only if for each $j$, $X_{jn} \rightarrow X_j$ a.s. (in prob.).

Exercises:
1. Let $(X_j)$ be a sequence of random variables such that for each $j$

$$E X_j = \mu, \quad E (X_j - \mu)^2 = \sigma^2, \quad \sup_j E|X_j - \mu|^3 < \infty,$$

$$\text{cov}(X_j, X_{j-m}) = 0 \text{ if } m > 1, \quad \text{cov}(X_j, X_{j-m}) \neq 0 \text{ if } m = 1.$$  
Prove that $(1/n)\sum_{j=1}^n X_j \rightarrow \mu$ a.s.

Hint: Let $Y_{1j} = X_{2j}$, $Y_{2j} = X_{2j+1}$. Prove first that for $i=1,2$,

$$(1/n)\sum_{j=1}^n Y_{i,j} \rightarrow \mu \text{ a.s.}$$

2. Let $(Y_j), \; j > 0$, be a sequence of random variables satisfying $E Y_j = 0, \; E Y_j^2 = 1/j^2$ and let $X_n = (Y_n)^n, \; n=1,2,\ldots$  
Prove that $X_n \rightarrow 0$ a.s. Hint: Combine Chebyshev's inequality and the Borel-Cantelli lemma.

3. Let $X_{n,m}$ and $X_m$ be random variables, where $n=1,2,\ldots$ and $m=1,2,\ldots$ such that for $m=1,2,\ldots, k < \infty$, $X_{n,m} \rightarrow X_m$ a.s. as $n \rightarrow \infty$. Prove that

$$\max_{m=1,2,\ldots,k} |X_{n,m} - X_m| \rightarrow 0 \text{ a.s.}$$

4. Let $(X_j)$ be a sequence of i.i.d. random variables satisfying $E X_j = 0, \; 0 < E X_j^2 < \infty$. Prove that

$$[(1/n)\sum_{j=1}^n X_j]/[(1/n)\sum_{j=1}^n X_j^2] \rightarrow 0 \text{ a.s.}$$

5. Let $X$ be a random variable satisfying

$$P(X = 1) = P(X = -1) = \frac{1}{2}.$$  
Let $Y_n = X^n, \; n=1,2,\ldots$. Does $Y_n$ converges a.s. or in pr.?
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2.2 Convergence of mathematical expectations

If \( X \) and \( X_1, X_2, \ldots \) are random variables or vectors such that for some \( p > 0 \), \( E|X_n - X|^p \to 0 \) as \( n \to \infty \), then it follows from Chebyshev's inequality that \( X_n \to X \) in pr. The converse is not always true. A partial converse is given by the following theorem.

**Theorem 2.2.1.** If \( X_n \to X \) in pr. and if there is a r.v. \( Y \) satisfying \( |X_n| \leq Y \) a.s. for \( n = 1, 2, \ldots \) and \( EY^p < \infty \) for some \( p > 0 \), then \( E|X_n - X|^p \to 0 \).

**Proof:** If \( P(|X| > Y) > 0 \) then \( X_n \to X \) in pr. is not possible, hence \( |X| \leq Y \) a.s. Since now \( |X_n - X| \leq 2Y \) there is no loss of generality in assuming \( X = 0 \) a.s. We then have:

\[
\int |X_n(\omega)|^p P(d\omega) = \int (|X_n(\omega)| > \varepsilon) |X_n(\omega)|^p P(d\omega)
+ \int (|X_n(\omega)| \leq \varepsilon) |X_n(\omega)|^p P(d\omega)
\leq \varepsilon P + \int (|X_n(\omega)| > \varepsilon) Y(\omega)^p P(d\omega).
\]

The theorem follows now from theorem 1.4.1. Q.E.D.

Putting \( p = 1 \) in theorem 2.2.1 we have:

**Theorem 2.2.2.** (Dominated convergence theorem) If \( X_n \to X \) in pr. and if \( |X_n| \leq Y \) a.s., where \( EY < \infty \), then \( EX_n \to EX \).

We shall use this theorem for proving first Fatou's lemma which in its turn will be used for proving the monotone convergence theorem.

**Theorem 2.2.3.** (Fatou's lemma) If \( X_n \geq 0 \) a.s., then \( E \liminf_{n \to \infty} X_n \leq \liminf_{n \to \infty} E X_n \).

**Proof:** Put \( X = \liminf_{n \to \infty} X_n \) and let \( \varphi(x) \) be any simple function satisfying \( 0 \leq \varphi(x) \leq x \). Put \( Y_n = \min(\varphi(X), X_n) \). Then \( Y_n \to \varphi(X) \) in pr. because

\[
P(\min(\varphi(X), X_n) - \varphi(X) \geq \varepsilon) = P(X_n \leq \varphi(X) - \varepsilon)
\leq P(X_n \leq X - \varepsilon) \to 0.
\]
Moreover, since \( \varphi(x) \) is a simple function we must have \( E \varphi(X) < \infty \). From the dominated convergence theorem and from \( Y_n \leq X_n \) a.s. it follows now:

\[
E \varphi(X) = \lim_{n \to \infty} E Y_n = \liminf_{n \to \infty} E Y_n \leq \liminf_{n \to \infty} E X_n.
\]

Taking the supremum over all such simple functions \( \varphi \) it follows now from definition 1.4.2 that the theorem holds. Q.E.D.

**Theorem 2.2.4. (Monotone convergence theorem)** Let \((X_n)\) be a nondecreasing sequence of r.v.'s. Then

\[
E \lim_{n \to \infty} X_n = \lim_{n \to \infty} E X_n < \infty.
\]

**Proof:** Since our sequence \((X_n)\) is nondecreasing, we have:

\[
\lim_{n \to \infty} X_n = \liminf_{n \to \infty} X_n, \quad \lim_{n \to \infty} E X_n = \liminf_{n \to \infty} E X_n,
\]

so that by Fatou's lemma, \( E \lim_{n \to \infty} X_n \leq \liminf_{n \to \infty} E X_n \). However, for any \( n \) we have \( X_n \leq \liminf_{n \to \infty} X_n \) a.s. because \( X_n \) is nondecreasing, hence \( E X_n \leq E \liminf_{n \to \infty} X_n \) and consequently

\[
\lim_{n \to \infty} E X_n \leq E \liminf_{n \to \infty} X_n.
\]

This proves the theorem. Q.E.D.

**Exercises:**

1. Let \( Y_n \) be defined in exercise 5 of section 2.1. Does \( E Y_n \) converge?
2. Let \((f_n)\) be a sequence of Borel measurable real functions on \( \mathbb{R}^k \) and let \( \mu \) be a probability measure on \((\mathbb{R}^k, \mathcal{B}^k)\). Suppose there exists a nonnegative Borel measurable real function \( g \) on \( \mathbb{R}^k \) such that for \( n = 1, 2, \ldots, \)

\[
\int |f_n(x)| \mu(dx) \leq \int g(x) \mu(dx) < \infty.
\]

Moreover, assume that \( f(x) = \lim_{n \to \infty} f_n(x) \) exists for each \( x \) in a set \( S \subset \mathbb{R}^k \) with \( \mu(S) = 1 \). Prove that
\[ \lim_{n \to \infty} \int f_n(x) \mu(dx) = \int f(x) \mu(dx). \]

(This is another version of the dominated convergence theorem.)

2.3 Convergence of distributions

If \( X \) and \( X_1, X_2, \ldots \) are r.v.'s with distribution functions \( F, F_1, F_2, \ldots \), respectively, then one would like to say that \( X_n \) converges in distribution to \( X \) if for every \( t \in \mathbb{R} \),
\[ F_n(t) \to F(t). \]
However, if \( X \) and \( F \) are given and if we define \( X_n = X + 1/n \), then:
\[ F_n(t) = \mathbb{P}(X_n \leq t) = \mathbb{P}(X \leq t - 1/n) = F(t - 1/n), \]
so that for every discontinuity point \( t_0 \) of \( F \) we have:
\[ \lim_{n \to \infty} F_n(t_0) = \lim_{n \to \infty} F(t_0 - 1/n) = F(t_0^-) < F(t_0), \]
while intuitively we would expect that in this case we also have convergence in distribution. Furthermore, if \( X_n = X + n \) we have:
\[ F_n(t) = \mathbb{P}(X_n \leq t) = F(t - n) \to F(-\infty) = 0 \text{ for every } t. \]

Thus not every sequence of distribution functions converges to another distribution function. In the latter case we say that the convergence is improper.

Definition 2.3.1. A sequence \((F_n(t))\) of distribution functions converges properly pointwise if \( F_n(t) \to F(t) \) pointwise for all continuity points of \( F \), where \( F \) is a distribution function. We then write: \( F_n \to F \) properly, pointwise.

The exclusion of discontinuity points avoids the complication that otherwise the function \( F(t) = \lim_{n \to \infty} F_n(t) \) may not be right continuous. In view of the above example we now define:
Definition 2.3.2. A sequence \((X_n)\) of random variables (or random vectors) converges in distribution to \(X\), if their underlying distribution functions \((F_n), F\), respectively, satisfy \(F_n \to F\) properly pointwise. We then write: \(X_n \to X\) in distr..

Remark: If this 'limit' distribution \(F\) is the distribution function of (for example) the normal distribution \(N(\mu, \sigma^2)\), we shall also write: \(X \to N(\mu, \sigma^2)\) in distr..

There is a close connection between proper pointwise convergence of distribution functions and convergence of mathematical expectations, as is shown by the following theorem. This theorem is very fundamental as it allows for a variety of applications.

Theorem 2.3.1. Let \(F\) and \(F_n\), \(n = 1, 2, \ldots\) be distribution functions on \(\mathbb{R}^k\). Then \(F_n \to F\) properly pointwise if and only if for every bounded continuous real function \(\varphi\) on \(\mathbb{R}^k\),

\[\int \varphi(t) dF_n(t) - \int \varphi(t) dF(t).\]

Proof: Since the proof for the general case \(k > 1\) is a straightforward extension of that for \(k = 1\), we assume \(k = 1\). Suppose \(F_n \to F\) properly pointwise. For given \(\varepsilon > 0\) we can always find continuity points \(a\) and \(b\) of \(F\) such that \(F(b) - F(a) > 1 - \varepsilon\). Let \(\varphi\) be any bounded continuous real function on \(\mathbb{R}\) with uniform bound 1 (which is no restriction). By the uniform continuity of \(\varphi\) on \([a, b]\) we can find continuity points \(t_2, t_3, \ldots, t_{m-1}\) of \(F\) satisfying \(a = t_1 < t_2 < \ldots < t_{m-1} < t_m = b\) and

\[\sup_{t \in (t_i, t_{i+1})} \varphi(t) - \inf_{t \in (t_i, t_{i+1})} \varphi(t) \leq \varepsilon\]

for \(i = 1, 2, \ldots, m-1\). Now define:

\[\psi(t) = \inf_{t \in (t_i, t_{i+1})} \varphi(t) \text{ for } t \in (t_i, t_{i+1}], i = 1, 2, \ldots, m-1,\]

\[\psi(t) = 0 \text{ elsewhere.}\]

Then
0 ≤ ϕ(t) - ψ(t) ≤ ε for t ∈ (a, b],
0 ≤ ϕ(t) - ψ(t) ≤ 1 for t ∉ (a, b],

hence

\[ \left| \int \psi(t) dF_n(t) - \int \phi(t) dF_n(t) \right| \]

\[ \leq \int_{\{t \in (a, b] \}} \epsilon dF_n(t) + \int_{\{t \notin (a, b] \}} dF_n(t) \]

\[ = \epsilon (F_n(b) - F_n(a)) + 1 - F_n(b) + F_n(a) \]

\[ = \epsilon (F(b) - F(a)) + 1 - F(b) + F(a) \leq 2\epsilon. \]

Moreover,

\[ \int \psi(t) dF_n(t) = \]

\[ \sum_{i=1}^{n} \{ \inf_{t \in [t_i, t_{i+1}]} \phi(t) \} (F_n(t_{i+1}) - F_n(t_i)) \]

\[ - \sum_{i=1}^{n-1} \{ \inf_{t \in [t_i, t_{i+1}]} \phi(t) \} (F(t_{i+1}) - F(t_i)) = \int \psi(t) dF(t) \]

and

\[ \left| \int \phi(t) dF(t) - \int \psi(t) dF(t) \right| \leq 2\epsilon. \]

So we have:

\[ \left| \int \phi(t) dF_n(t) - \int \phi(t) dF(t) \right| \]

\[ \leq 4\epsilon + \left| \int \psi(t) dF_n(t) - \int \psi(t) dF(t) \right| \leq 5\epsilon \]

for sufficiently large n, which proves the 'only if' part of the theorem.

Now let u be a continuity point of F and define

\[ \phi(t) = 1 \text{ if } t \leq u, \quad \phi(t) = 0 \text{ if } t > u, \]

\[ \phi_{1, m}(t) = 1 \text{ if } t \leq u - 1/m, \]

\[ \phi_{1, m}(t) = -m t + m u \text{ if } t \in (u - 1/m, u], \]
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\[ \varphi_{1,m}(t) = 0 \text{ if } t > u, \]
\[ \varphi_{2,m}(t) = 1 \text{ if } t \leq u, \]
\[ \varphi_{2,m}(t) = -m \cdot t + 1 + m \cdot u \text{ if } t \in (u, u + 1/m], \]
\[ \varphi_{2,m}(t) = 0 \text{ if } t > u + 1/m. \]

Then \( \varphi_{1,m} \) and \( \varphi_{2,m} \) are bounded continuous functions on \( \mathbb{R} \) satisfying \( \varphi_{1,m}(t) \leq \varphi(t) \leq \varphi_{2,m}(t) \), hence for \( m = 1, 2, \ldots \) and \( n \to \infty \):

\[
\int \varphi_{1,m}(t) dF_n(t) \leq F_n(u) = \int \varphi(t) dF_n(t) \leq \int \varphi_{2,m}(t) dF_n(t),
\]
\[
\int \varphi_{1,m}(t) dF(t) \leq F(u) = \int \varphi(t) dF(t) \leq \int \varphi_{2,m}(t) dF(t).
\]

Moreover:

\[
0 \leq \int (\varphi_{2,m}(t) - \varphi_{1,m}(t)) dF(t) \leq \int_{t \in (u-1/m, u+1/m]} dF(t) = F(u+1/m) - F(u-1/m).
\]

Since \( u \) is a continuity point of \( F \), \( F(u + 1/m) - F(u - 1/m) \) can be made arbitrarily small by increasing \( m \), hence \( F_n(u) \to F(u) \), which proves the 'if' part.

A direct consequence of this theorem is that:

**Theorem 2.3.2.** \( X_n \to X \text{ in pr.} \) implies \( X_n \to X \text{ in distr.} \)

**Proof:** By theorem 2.17 it follows that for any continuous function \( \varphi \) we have \( X_n \to X \text{ in pr.} \) implies \( \varphi(X_n) \to \varphi(X) \text{ in pr.} \), whereas by theorem 2.22, \( \varphi(X_n) \to \varphi(X) \text{ in pr.} \) implies \( E\varphi(X_n) \to E\varphi(X) \) if \( \varphi \) is a bounded continuous function. Q.E.D.

The converse of this theorem is not generally true, but it is if \( X \) is constant a.s., that is: \( P(X = c) = 1 \) for some constant \( c \). In that case the proper limit \( F \) involved is:

\[
F(t) = 1 \text{ if } t \geq c, \quad F(t) = 0 \text{ if } t < c.
\]

The proof of this proposition is very simple:
for every $\varepsilon > 0$, since $c+\varepsilon$ and $c-\varepsilon$ are continuity points of $F$. Thus:

**Theorem 2.3.3.** Convergence in distribution to a constant implies convergence in probability to that constant.

Let $X_n$ and $X$ be random vectors in $\mathbb{R}^k$ such that $X_n \xrightarrow{distr} X$ and let $f$ be any continuous real function on $\mathbb{R}^k$. For any bounded continuous real function $\varphi$ on $\mathbb{R}$ it follows that $\varphi(f)$ is a bounded continuous real function on $\mathbb{R}^k$, so that by theorem 2.3.1,

$$E\varphi(f(X_n)) \rightarrow E\varphi(f(X))$$

and consequently $f(X_n) \xrightarrow{distr} f(X)$. Thus we have:

**Theorem 2.3.4.** Let $X_n$ and $X$ be random vectors in $\mathbb{R}^k$ and let $f$ be a continuous real function on $\mathbb{R}^k$. Then $X_n \xrightarrow{distr} X$ implies $f(X_n) \xrightarrow{distr} f(X)$.

**Remark:** The continuity of $f$ in theorem 2.3.4 is crucially a condition. For example, let $X$ be a continuously distributed random variable, let $X_n$ the value of $X$ rounded off to $n$ decimal digits and let

$$f(x) = 1 \text{ if } x \text{ is rational, } f(x) = 0 \text{ if } x \text{ is irrational.}$$

Then $X_n \xrightarrow{distr} X$ and $f$ is Borel measurable. However, $f(X_n) = 1 \text{ a.s., } f(X) = 0 \text{ a.s.,}$ which renders $f(X_n) \xrightarrow{distr} f(X)$ impossible.

A more general result is given by the following theorem.
Theorem 2.3.5. Let \( X_n \) and \( X \) be random vectors in \( \mathbb{R}^k \), \( Y_n \) a random vector in \( \mathbb{R}^n \) and \( c \) a nonrandom vector in \( \mathbb{R}^n \). If \( X_n \to X \) in distr. and \( Y_n \to c \) in distr., then \( f(X_n, Y_n) \to f(X, c) \) in distr. for any continuous real function \( f \) on \( \mathbb{R}^k \times \mathbb{R}^n \), where \( C \) is some subset of \( \mathbb{R}^n \) with interior point \( c \).

Proof: Again we prove the theorem for the case \( k = m = 1 \) since the proof of the general case is similar. It suffices to prove that for any bounded continuous real function \( \varphi \) on \( \mathbb{R}^2 \) we have \( \mathbb{E}\varphi(X_n, Y_n) \to \mathbb{E}\varphi(X, c) \), because then \( \mathbb{E}\psi(f(X_n, Y_n)) \to \mathbb{E}\psi(f(X, c)) \) for any bounded continuous real function \( \psi \) on \( \mathbb{R} \), which by theorem 2.3.1 implies \( f(X_n, Y_n) \to f(X, c) \) in distr.

Let \( M \) be the uniform bound of \( \varphi \) and let \( F_n \) and \( F \) be the distribution functions of \( X_n \) and \( X \), respectively. For every \( \epsilon \) we can choose continuity points \( a \) and \( b \) of \( F \) such that:

\[
P(X \in (a, b)) = F(b) - F(a) > 1 - \epsilon/(2M).
\]

Moreover, for any \( \delta > 0 \) we have:

\[
\left| \mathbb{E}\varphi(X_n, Y_n) - \mathbb{E}\varphi(X_n, c) \right| \leq \int_{\{X_n \in (a, b]\}} \left| \varphi(X_n, Y_n) - \varphi(X_n, c) \right| dP
\]

\[
+ \int_{\{X_n \not\in (a, b]\}} \left| \varphi(X_n, Y_n) - \varphi(X_n, c) \right| dP
\]

\[
\leq \int_{\{X_n \in (a, b]\}} \int_{\{|Y_n - c| \leq \delta\}} \left| \varphi(X_n, Y_n) - \varphi(X_n, c) \right| dP
\]

\[
+ 2M \cdot P(\{X_n \in (a, b]\} \cap |Y_n - c| > \delta) + 2M \cdot P(X_n \not\in (a, b])
\]

\[
\leq \int_{\{X_n \in (a, b]\}} \int_{\{|Y_n - c| \leq \delta\}} \left| \varphi(X_n, Y_n) - \varphi(X_n, c) \right| dP
\]

\[
+ 2M \cdot P(|Y_n - c| > \delta) + 2M(1 - F_n(b) + F_n(a))
\]

Since by theorem 2.3.3, \( Y_n \to c \) in pr., we have

\[
P(|Y_n - c| > \delta) \to 0 \text{ for any } \delta > 0,
\]

whereas

\[
\lim_{n \to \infty} 2M(1 - F_n(b) + F_n(a)) = 2M(1 - F(b) + F(a)) < \epsilon.
\]

Furthermore, since \( \varphi(t_1, t_2) \) is uniformly continuous on the bounded set
\{(t_1, t_2) \in \mathbb{R}^2: a < t_1 \leq b, \ |t_2 - c| \leq \delta \},

provided that \( \delta \) is so small that this set is contained in \( \mathbb{R}^k \times C \),
we can choose \( \delta \) such that the last integral is smaller than \( \varepsilon \).
So we conclude;

\[ E\varphi(X_n, Y_n) - E\varphi(X_n, c) \to 0. \]

Since obviously \( E\varphi(X_n, c) \to E\varphi(X, c) \) because \( X_n \to X \) in distr.,
the theorem follows. Q.E.D.

Remark: It should be stressed that the constancy of \( c \) is
-crucial in theorem 2.3.5. Thus, e.g., \( X_n \to X \) in distr. and
\( Y_n \to Y \) in distr., where \( X \) and \( Y \) are nonconstant random vari­ables, does not generally imply \( X_n + Y_n \to X + Y \) in distr. or
\( X_n Y_n \to XY \) in distr. Moreover, theorem 2.1.8 does not carry
over to convergence in distribution.

Finally we note that convergence in distribution is
closely related to convergence of characteristic functions:

**Theorem 2.3.6.** Let \( (F_n) \) be a sequence of distribution functions
on \( \mathbb{R}^k \) and let \( \{\varphi_n\} \) be the sequence of corresponding
characteristic functions. If \( F_n \to F \) properly pointwise, then
\( \varphi_n(t) \to \int \exp(i \cdot t'x) dF(x) \) pointwise on \( \mathbb{R}^k \). If \( \varphi_n(t) \to \varphi(t) \)
pointwise on \( \mathbb{R}^k \) and \( \varphi(t) \) is continuous at \( t = 0 \) then there
exists a unique distribution function \( F \) such that
\( \varphi(t) = \int \exp(i \cdot t'x) dF(x) \) and \( F_n \to F \) properly pointwise.

**Proof:** Cf. Feller (1966).

This theorem is basic for proving central limit theorems.
Moreover, the following corollary of theorem 2.3.6 is very
useful in proving multivariate asymptotic normality results.

**Theorem 2.3.7.** Let \( (X_n) \) be a sequence of random vectors in \( \mathbb{R}^k \).
If for all vectors \( \xi \in \mathbb{R}^k, \ \xi'X_n \) converges in distribution to a
normal distribution \( N(\mu', \xi'\Lambda\xi) \), where \( \Lambda \) is a positive (semi)
definite matrix, then \( X_n \) converges in distribution to the k-variate normal distribution \( N_k(\mu, \Lambda) \).
Proof: We recall that the characteristic function of the $k$-variate normal distribution $N_k(\mu, \Lambda)$ is given by
\[
\exp(i.\mu't - \frac{1}{2}t'^\Lambda t)
\]
(see, e.g., Anderson (1958)). Now consider a random vector $X = (X_1, \ldots, X_k)'$ in $\mathbb{R}^k$ with mean vector $E X = (E X_1, \ldots, E X_k)' = (\mu_1, \ldots, \mu_k)' = \mu$ and variance matrix
\[
E[(X - \mu)(X - \mu)'] = E[(X_1 - \mu_1)(X_1 - \mu_1)'] = \Lambda.
\]
(Recall that if $\Lambda$ is a singular matrix then the normal distribution involved is said to be singular). Suppose that for every vector $\xi$ in $\mathbb{R}^k$, $\xi'X$ is normally distributed. Then $\xi'X = N(\xi'\mu, \xi'^\Lambda\xi)$, hence for every $t \in \mathbb{R}$ and every $\xi \in \mathbb{R}^k$,
\[
E \exp(it\xi'X) = \exp(it(\xi'\mu - \frac{1}{2}\xi'^\Lambda\xi)).
\]
Substituting $t = 1$ now yields
\[
E \exp(i.\xi'X) = \exp[i.\mu'\xi - \frac{1}{2}\xi'^\Lambda\xi] \quad \text{for all } \xi \in \mathbb{R}^k,
\]
which is just the characteristic function of the $k$-variate normal distribution $N_k[\mu, \Lambda]$.  
Q.E.D.

Exercises:
1. Let $Y_n$ be defined in exercise 5 of section 2.1. Does $Y_n$ converge in distribution?
2. Let $(X_n)$ be a sequence of independent $N_k(\mu, \Lambda)$ distributed random vectors in $\mathbb{R}^k$, where $\Lambda$ is nonsingular. Let
\[
\Lambda_n = \frac{1}{n}\sum_{j=1}^n (X_j - \mu)(X_j - \mu)'.
\]
Prove that
\[
(X_n - \mu)'\Lambda_n^{-1}(X_n - \mu) \sim \chi_k^2 \quad \text{in distr.}
\]
Hint: use the fact that the elements of an inverse matrix are
continuous functions of the elements of the inverted matrix, provided the latter is nonsingular.

3. The \( x_n^2 \) distribution has characteristic function

\[
\varphi_n(t) = (1 - 2it)^{-n/2}.
\]

Let \( X_n = Y_n/n \), where \( Y_n \) is distributed \( x_n^2 \). Prove \( X_n \to 1 \) in pr., using theorem 2.3.6 and the fact that \((1 + z/n)^n \to e^z\) for real or complex valued \( z \).

### 2.4 Central limit theorems

In this section we consider a number of central limit theorems (CLT). These CLT's are well known, but stated here for convenience. For the proofs we refer to textbooks like Feller (1966) or Chung (1974).

**Theorem 2.4.1.** Let \( X_1, X_2, X_3, \ldots \) be i.i.d. random variables with \( E X_j = \mu, \ \text{var}(X_j) = \sigma^2 < \infty \). Then

\[
(1/\sqrt{n})\sum_{j=1}^n (X_j - \mu) \to N(0, \sigma^2) \text{ in distr.}
\]

**Proof:** E.g., Chung (1974, theorem 6.4.4).

The next central limit theorem is due to Liapounov.

**Theorem 2.4.2.** Let

\[
S_n = \sum_{j=1}^{k_n} X_n, j,
\]

where for each \( n \) the r.v.'s \( X_{n,1}, \ldots, X_{n,k_n} \) are independent and \( k_n \to \infty \). Put

\[
E X_{n,j} = \alpha_{n,j}, \ \alpha_n = \sum_{j=1}^{k_n} \alpha_{n,j},
\]

\[
\sigma^2(X_{n,j}) = E[(X_{n,j} - \alpha_{n,j})^2] = \sigma^2_{n,j}, \ \sigma_n^2 = \sum_{j=1}^{k_n} \sigma^2_{n,j},
\]

assuming \( \sigma_n^2 < \infty \) (but not necessarily \( \limsup_{n \to \infty} \sigma_n^2 < \infty \)). If for some \( \delta > 0 \),

\[
\lim_{n \to \infty} \sum_{j=1}^{k_n} E \left| (X_{n,j} - \alpha_{n,j})/\alpha_n \right|^{2+\delta} = 0
\]
then $(S_n - \alpha_n)/\sigma_n \rightarrow N(0,1)$ in distr.


This theorem is less general than the Lindeberg-Feller central limit theorem, but its conditions are easier to verify.

A special case of theorem 2.4.2 is:

**Theorem 2.4.3.** For each $n \geq 1$ let $X_{n,j}$, $j=1,...,n$, be independent random variables with $\mathbb{E} X_{n,j} = 0$. If

$$\lim_{n \to \infty} \left( \frac{1}{n} \right) \sum_{j=1}^{n} \mathbb{E} \left[ X_{n,j}^2 \right] = \sigma^2$$

and

$$\lim_{n \to \infty} \sum_{j=1}^{n} \mathbb{E} \left[ |X_{n,j}|^{2+\delta} \right] = 0 \quad \text{for some } \delta > 0 \quad (2.4.1)$$

then $(1/n) \sum_{j=1}^{n} X_{n,j} \rightarrow N(0,\sigma^2)$ in distr.

**Remark:** Note that condition (2.4.1) holds if

$$\sup_n \left( \frac{1}{n} \right) \sum_{j=1}^{n} |X_{n,j}|^{2+\delta} < \infty$$

**Exercises:**

1. Let $(X_j)$ be a sequence of i.i.d. random vectors in $\mathbb{R}^k$ with

$$\mathbb{E} X_j = \mu, \quad \mathbb{E} (X_j - \mu)(X_j - \mu)' = \Lambda,$$

where $\Lambda$ is nonsingular. Let

$$\bar{X} = \left( \frac{1}{n} \right) \sum_{j=1}^{n} X_j,$$

$$\hat{\Lambda} = \left( \frac{1}{n} \right) \sum_{j=1}^{n} (X_j - \bar{X})(X_j - \bar{X})',$$

$$Y_n = n(\bar{X} - \mu)' \hat{\Lambda}^{-1} (\bar{X} - \mu).$$

Prove that $Y_n \rightarrow \chi^2_k$ in distr. (Cf. exercise 2 of section 2.3).
2. Let \( (U_j) \) be a sequence of i.i.d. random variables satisfying
\( \mathbb{E} U_j = 0, \mathbb{E} U_j^2 = 1 \). Let \( X_j = U_j + \alpha_j \). Prove that
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} X_j \xrightarrow{\text{in distr.}} N(0, \sigma^2)
\]

2.5 Further results on convergence of distributions and mathematical expectations, and laws of large numbers.

The condition in theorem 2.3.1 that the function \( \phi \) is bounded is only necessary for the 'if' part. If we assume proper pointwise convergence then convergence of expectations will occur under more general conditions, as is shown in the following extension of the 'only if' part of theorem 2.3.1.

Theorem 2.5.1 Let \( (F_n) \) be a sequence of distribution functions on \( \mathbb{R}^k \) satisfying \( F_n \rightarrow F \) properly pointwise. Let \( \phi(x) \) be a continuous real function on \( \mathbb{R}^k \) such that
\[
\sup_n \int |\phi(x)|^{1+\delta} dF_n(x) < \infty
\]
for some \( \delta > 0 \).

Then \( \int \phi(x) dF_n(x) \rightarrow \int \phi(x) dF(x) \).

Proof: Define for \( a > 0 \)
\[
\phi_a(x) = \phi(x) \text{ if } |\phi(x)| \leq a, \phi_a(x) = a \text{ if } \phi(x) > a,
\]
\[
\phi_a(x) = -a \text{ if } \phi(x) < -a.
\]
(2.5.1)

Obviously \( \phi_a(x) \) is a bounded continuous real function on \( \mathbb{R}^k \), hence by theorem 2.3.1:
\[
\int \phi_a(x) dF_n(x) \rightarrow \int \phi_a(x) dF(x)
\]
(2.5.2)

Moreover,
\[
|\int \phi(x) dF_n(x) - \int \phi_a(x) dF_n(x)| \leq 2\int |\phi(x)|_{>a} |\phi(x)| dF_n(x)
\]
\[
\leq 2a^{-\delta} \int |\phi(x)|^{1+\delta} dF_n(x) = O(a^{-\delta})
\]
(2.5.3)

uniformly in \( n \), and similarly we have:
\[|\int \varphi(x)dF(x) - \int \varphi_n(x)dF(x)| \leq 2a^{-\delta} \int |\varphi(x)|^{1+\delta}dF(x) - 0(a^{-\delta}) \quad (2.5.4)\]

provided

\[\int |\varphi(x)|^{1+\delta}dF(x) < \infty \quad (2.5.5)\]

The theorem follows easily from (2.5.2) through (2.5.4) by letting first \(n \to \infty\) and then \(a \to \infty\). Thus it suffices to show that (2.5.5) is true. Now observe that \(|\varphi_n(x)|^{1+\delta}\) is monotonic nondecreasing in \(a\) and that \(|\varphi_n(x)|^{1+\delta} \to |\varphi(x)|^{1+\delta}\) as \(a \to \infty\). It follows therefore from the monotone convergence theorem (theorem 2.2.4) and theorem 2.3.1 that:

\[
\int |\varphi(x)|^{1+\delta}dF(x) = \lim_{a \to \infty} \int |\varphi_n(x)|^{1+\delta}dF(x) \\
- \lim_{a \to \infty} \lim_{n \to \infty} \int |\varphi_n(x)|^{1+\delta}dF_n(x) \\
\leq \lim_{n \to \infty} \int |\varphi(x)|^{1+\delta}dF_n(x) \leq \sup_n \int |\varphi(x)|^{1+\delta}dF_n(x) < \infty \quad (2.5.6)
\]

This result completes the proof of theorem 2.5.1. Q.E.D.

Along similar lines we can prove the following version of the weak law of large numbers.

**Theorem 2.5.2.** Let \(X_1, X_2, \ldots\) be a sequence of independent random vectors in \(\mathbb{R}^k\), and let \((F_j(x))\) be the sequence of corresponding distribution functions. Let \(\varphi(x)\) be a continuous function on \(\mathbb{R}^k\). If

\[
(1/n)\sum_{j=1}^{\infty} F_j \to G \text{ properly, pointwise}
\]

and

\[
\sup_n (1/n)\sum_{j=1}^{\infty} E|\varphi(X_j)|^{1+\delta} < \infty \text{ for some } \delta > 0
\]

then \(\lim_{n \to \infty} (1/n)\sum_{j=1}^{\infty} \varphi(X_j) = \int \varphi(x)dG(x)\).

**Proof:** Consider the function \(\varphi_n(x)\) defined in (2.5.1). Then obviously by the independence of the \(X_j\)'s, the boundedness of
\( \varphi(x) \) and Chebyshev's inequality

\[
\operatorname{plim}_{n \to \infty} \left( \frac{1}{n} \sum_{j=1}^{n} (\varphi_j(X_j) - E \varphi_j(X_j)) \right) = 0, \tag{2.5.7}
\]

while from theorem 2.3.1 it follows

\[
\lim_{n \to \infty} E \left( \frac{1}{n} \sum_{j=1}^{n} \varphi_j(X_j) - \int \varphi(x) \, dG(x) \right). \tag{2.5.8}
\]

Hence

\[
\operatorname{plim}_{n \to \infty} \left( \frac{1}{n} \sum_{j=1}^{n} \varphi_j(X_j) - \int \varphi(x) \, dG(x) \right). \tag{2.5.9}
\]

Moreover, since \( \varphi(x) \) is bounded, it follows from (2.5.9) and theorem 2.2.1 that

\[
E \left| \frac{1}{n} \sum_{j=1}^{n} \varphi_j(X_j) - \int \varphi(x) \, dG(x) \right| \to 0 \text{ as } n \to \infty \tag{2.5.10}
\]

Furthermore, similarly to (2.5.3) it follows that

\[
\limsup_{n \to \infty} E \left| \frac{1}{n} \sum_{j=1}^{n} \varphi(X_j) - \frac{1}{n} \sum_{j=1}^{n} \varphi_j(X_j) \right| \to 0 \text{ as } n \to \infty \tag{2.5.11}
\]

and similarly to (2.5.4) that

\[
\left| \int \varphi(x) \, dG(x) - \int \varphi(x) \, dG(x) \right| \to 0 \text{ as } a \to \infty \tag{2.5.12}
\]

Combining (2.5.10), (2.5.11) and (2.5.12) we see that

\[
\lim_{n \to \infty} E \left| \frac{1}{n} \sum_{j=1}^{n} \varphi_j(X_j) - \int \varphi(x) \, dG(x) \right| \to 0 \tag{2.5.13}
\]

The theorem follows now from (2.5.13) and Chebyshev's inequality. Q.E.D.

Remark: The difference of this theorem with the classical weak law of large numbers is that the finiteness of second moments is not necessary.

If we combine the theorems 2.1.4 and 2.5.1, we easily obtain the following strong version of theorem 2.5.2.
Theorem 2.5.3. Let the conditions of theorem 2.5.2 be satisfied, and assume in addition that

$$\sup_n (1/n) \sum_{j=1}^n E |\varphi(X_j)|^{2+\delta} < \infty \text{ for some } \delta > 0. \quad (2.5.14)$$

Then \((1/n)^{\epsilon} \sum_{j=1}^n \varphi(X_j) \to \int \varphi(x) dG(x)\) a.s.

The continuity condition on the function \(\varphi\) in theorems 2.5.2 and 2.5.3 is mainly due to theorem 2.5.1, i.e., without this condition theorem 2.5.1 is not generally true. Suppose for example

\[ \varphi(x) = x^2 \text{ if } x \text{ is rational, } \varphi(x) = -x^2 \text{ if } x \text{ is irrational.} \]

Then \(\varphi(x)\) is a Borel measurable real function on \(\mathbb{R}\). The proof of this proposition is left as an exercise. Now let \(X\) be a random drawing from an absolutely continuous distribution, say the standard normal distribution, and let \(X_n\) be the value of \(X\) rounded off to \(n\) decimal digits. Then \(X_n \to X\) in distr., hence the distribution function \(F_n\) of \(X_n\) converges properly to the distribution function \(F\) of \(X\). However, since \(X\) is a.s. irrational we have:

\[ E \varphi(X) = \int -x^2 dF(x) = -1 \]

whereas \(X_n\) is a.s. rational and thus

\[ E \varphi(X_n) = \int x^2 dF_n(x) \to \int x^2 dF(x) = 1 . \]

This counter-example shows that theorem 2.5.1 does not carry over for general Borel measurable functions \(\varphi\). In order that a similar result as in theorem 2.5.1 does hold for Borel measurable functions we need a stronger convergence in distribution concept, namely setwise proper convergence:

Definition 2.5.1. Let \((F_n)\) be a sequence of distribution functions on \(\mathbb{R}^k\) with corresponding sequence \((\mu_n)\) of probability measures on \((\mathbb{R}^k, B^k)\) (cf. section 1.1). This sequence \((F_n)\) converges properly setwise if for each Borel set \(B\) in \(B^k\),

\[ \lim_{n \to \infty} \mu_n(B) = \mu(B), \]

where \(\mu\) is a probability measure on \((\mathbb{R}^k, B^k)\). We then write \(F_n \to F\) properly setwise, where \(F\) is the distribution function induced by \(\mu\).
Using this concept and definition 1.4.4 we can now state:

**Theorem 2.5.4.** Let $F_n$ and $F$ be distribution functions on $\mathbb{R}^k$. Then $F_n \to F$ properly setwise if and only if for every bounded Borel measurable real function $\varphi$ on $\mathbb{R}^k$,

$$\lim_{n \to \infty} \int \varphi(x) dF_n(x) = \int \varphi(x) dF(x).$$

**Proof:** The 'if' part is easy and therefore left to the reader. Moreover, the 'only if' part follows easily from definition 1.3.2 if $\varphi$ is a simple function. Thus, assume that $\varphi$ is not simple. From the proof of theorem 1.3.4 it easily follows that for arbitrary $\epsilon > 0$ and each bounded Borel set $B$ we can construct a simple function $\psi$ such that

$$|\psi(x) - \varphi(x)| < \epsilon \text{ if } x \in B, \quad \psi(x) = 0 \text{ for } x \notin B.$$

Moreover, we may choose $B$ such that

$$\mu(B) = \int_B dF(x) > 1 - \epsilon.$$

Furthermore, since

$$\mu_n(B) = \int_B dF_n(x) \to \mu(B)$$

there exists an $n_\epsilon$ such that

$$\mu_n(B) > 1 - 2\epsilon \text{ if } n \geq n_\epsilon.$$

Thus we have for $n \geq n_\epsilon$

$$\left| \int \varphi(x) dF_n(x) - \int \varphi(x) dF(x) \right| \leq \left| \int_B \varphi(x) dF_n(x) - \int_B \varphi(x) dF(x) \right| + \left| \int_{\mathbb{R}^k \setminus B} \varphi(x) dF_n(x) - \int_{\mathbb{R}^k \setminus B} \varphi(x) dF(x) \right|$$

$$\leq \left| \int_B (\varphi(x) - \psi(x)) dF_n(x) \right| + \left| \int_B (\varphi(x) - \psi(x)) dF(x) \right| + \mu_n(\mathbb{R}^k \setminus B) + \mu(\mathbb{R}^k \setminus B)$$

$$+ \left| \int_{\mathbb{R}^k \setminus B} \psi(x) dF_n(x) - \int_{\mathbb{R}^k \setminus B} \psi(x) dF(x) \right| + M_n(\mathbb{R}^k \setminus B) + M(\mathbb{R}^k \setminus B).$$
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\[ \leq \varepsilon \mu_n(B) + \varepsilon \mu(B) + 3M + \left| \int_B \psi(x) dF_n(x) - \int_B \psi(x) dF(x) \right| \]
\[ \leq (2+3M)\varepsilon + \left| \int_B \psi(x) dF_n(x) - \int_B \psi(x) dF(x) \right|, \]

where \( M \) is the bound of \( \varphi(x) \). Since the second term converges to zero (for \( \psi \) is simple) and the first term can be made arbitrarily small, the theorem follows. Q.E.D.

Now observe from the proof of theorem 2.5.1 that the continuity of \( \varphi \) and \( \varphi_a \) is only necessary for (2.5.2). However, if \( F_n \to F \) properly setwise then (2.5.2) carries over for Borel measurable \( \varphi_a \), as we just have shown in theorem 2.5.4. Consequently we have:

**Theorem 2.5.5.** Let \((F_n)\) be a sequence of distribution functions on \( \mathbb{R}^k \) satisfying \( F_n \to F \) properly setwise. Let \( \varphi(x) \) be a Borel measurable real function such that

\[ \sup_n \int |\varphi(x)|^{1+\delta} dF_n(x) < \infty \quad \text{for some} \quad \delta > 0. \]

Then \( \int \varphi(x) dF_n(x) \to \int \varphi(x) dF(x) \).

Replacing theorem 2.5.1 by theorem 2.5.5 the laws of large numbers (theorems 2.5.2 and 2.5.3) can now be generalized to:

**Theorem 2.5.6.** Let \((X_j)\) be a sequence of independent random vectors in \( \mathbb{R}^k \), and let \((F_j(x))\) be the sequence of corresponding distribution functions. Let \( \varphi(x) \) be a Borel measurable real function on \( \mathbb{R}^k \). If

\( (1/n) \sum_{j=1}^n F_j \to G \) properly setwise

and

\[ \sup_n (1/n) \sum_{j=1}^n E |\varphi(X_j)|^{1+\delta} < \infty \quad \text{for some} \quad \delta < 0 \]

then \( \lim_{n \to \infty} (1/n) \sum_{j=1}^n \varphi(X_j) = \int \varphi(x) dG(x) \).
Theorem 2.5.7. Let the conditions of theorem 2.5.6 be satisfied. If
\[ \sup_n (1/n) \sum_{j=1}^n E |\varphi(X_j)|^{2+\delta} < \infty \quad \text{for some } \delta > 0, \]
then \((1/n) \sum_{j=1}^n \varphi(X_j) \to \int \varphi(x) dG(x) \) a.s.

Finally we consider convergence of random variables of the type
\[(1/n) \sum_{j=1}^n \varphi_j(X_j), \]
where the \( \varphi_j \)’s are Borel measurable (respectively continuous) functions.

Theorem 2.5.8. Let \( X_j \) be a sequence of independent random vectors in \( \mathbb{R}^k \) and let \((\varphi_j)\) be a sequence of Borel measurable (continuous) real functions on \( \mathbb{R}^k \). Denote \( Y_j = \varphi_j(X_j) \) and let \( F_j \) be the distribution function of \( Y_j \). If
\[ (1/n) \sum_{j=1}^n \varphi_j(X_j) \to G \] properly setwise (pointwise)
and
\[ \sup_n (1/n) \sum_{j=1}^n E|\varphi_j(X_j)|^{1+\delta} < \infty \quad \text{for some } \delta > 1 \quad [\delta > 0] \]
then \((1/n) \sum_{j=1}^n \varphi_j(X_j) \to \int ydG(y) \) a.s. [in pr.].

We shall not use this theorem in the sequel, but it is stated because it covers theorems 2.5.2, 2.5.3, 2.5.6 and 2.5.7. Moreover, its proof is an easy but useful exercise.

Exercises:
1. Prove theorem 2.5.8.
2. Restate theorems 2.5.2 and 2.5.6 for double arrays \((X_{nj}, j)\), \( j=1, \ldots, n \), \( n=1,2, \ldots \) of random vectors in \( \mathbb{R}^k \) and prove the modified theorems involved.
2.6 Convergence of random functions

Dealing with convergence of random functions one should be aware of some pitfalls. The first one concerns pointwise a.s. convergence. Let \( f(\theta) \) and \( f_n(\theta) \) be random functions on a subset \( \Theta \) on \( \mathbb{R}^k \) such that for each \( \theta \in \Theta \), \( f_n(\theta) \to f(\theta) \) a.s. as \( n \to \infty \). At first sight we would expect from definition 2.1.2 that there is a null set \( N \) and an integer function \( n_0(\omega, \theta, \varepsilon) \) such that for every \( \varepsilon > 0 \) and every \( \omega \in \Omega \setminus N \),

\[
|f_n(\theta, \omega) - f(\theta, \omega)| < \varepsilon \text{ if } n \geq n_0(\omega, \theta, \varepsilon).
\]

However, reading definiton 2.1.2 carefully we see that this is not correct, because the null set \( N \) may depend on \( \theta \) : \( N = N_\theta \). Then again at first sight we might reply that this does not matter because we could choose \( N = \bigcup_{\theta \in \Theta} N_\theta \) as a null set. But the problem now is that we are not sure whether \( N \in \mathcal{F} \), for only countable unions of members of \( \mathcal{F} \) are surely members of \( \mathcal{F} \) themselves. Thus although \( N_\theta \in \mathcal{F} \) for each \( \theta \in \Theta \), this is not necessarily the case for \( \bigcup_{\theta \in \Theta} N_\theta \) if \( \Theta \) is uncountable. Moreover, even if \( \bigcup_{\theta \in \Theta} N_\theta \in \mathcal{F} \), it may fail to be a null set itself if \( \Theta \) is uncountable. For example, let \( \Theta = \Omega = [0,1] \), let \( \mathbb{P} \) be the Lebesgue measure on \([0,1]\) and let \( N_\theta = \{ \theta \} \) for \( \theta \in [0,1] \). Then \( \mathbb{P}(\bigcup_{\theta \in \Theta} N_\theta) = \mathbb{P}(\Omega) = 1 \), while obviously the \( N_\theta \)'s are null sets.

The second pitfall concerns uniform convergence of random functions. As is well known, uniform convergence of (real) nonrandom functions, for example \( \varphi_n(\theta) \to \varphi(\theta) \) uniformly on \( \Theta \) as \( n \to \infty \), can be defined by

\[
\sup_{\theta \in \Theta} |\varphi_n(\theta) - \varphi(\theta)| \to 0 \text{ as } n \to \infty.
\]

Dealing with uniform a.s. convergence of random functions, i.e.,

\[f_n(\theta) \to f(\theta) \text{ a.s. uniformly on } \Theta,\]

a suitable definition is therefore:

\[
\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| \to 0 \text{ a.s. as } n \to \infty.
\]

However, this has only a probabilistic meaning if the supremum involved is a random variable. If so, then uniform a.s. convergence is equivalent with the following:
There is a null set $N$ and an integer function $n_0(\omega, \epsilon)$ both independent of $\theta$, such that for every $\epsilon > 0$, every $\omega \in \Omega \setminus N$ and every $\theta \in \Theta$,

$$|f_n(\theta, \omega) - f(\theta, \omega)| \leq \epsilon \quad \text{if} \quad n \geq n_0(\omega, \epsilon).$$

Thus going from pointwise a.s. convergence to uniform a.s. convergence we have to check three things, namely that the null set $N$ is independent of $\theta$, that the integer function $n_0(\omega, \epsilon)$ is independent of $\theta$, and that

$$\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)|$$

is a random variable for each $n$. Only if so, we shall say that $f_n(\theta) \rightarrow f(\theta)$ a.s. uniformly on $\Theta$. Nevertheless, if this is not the case but $f_n(\theta, \omega) \rightarrow f(\theta, \omega)$ uniformly on $\Theta$ for every $\omega \in \Omega$ except in a null set not depending on $\theta$, then we still have a useful property, as will turn out in chapter 4. In this case we shall say that $f_n(\theta) \rightarrow f(\theta)$ a.s. pseudo-uniformly on $\Theta$.

Summarizing:

**Definition 2.6.1.** Let $f(\theta)$ and $f_n(\theta)$ be random functions on a subset $\Theta$ of a Euclidean space, and let $(\Omega, F, P)$ be the probability space involved. Then:

(a) $f_n(\theta) \rightarrow f(\theta)$ a.s. pointwise on $\Theta$ if for every $\theta \in \Theta$ there is a null set $N_\theta$ in $F$ and for every $\epsilon > 0$ and every $\omega \in \Omega \setminus N_\theta$ a number $n_0(\omega, \theta, \epsilon)$ such that $|f_n(\theta, \omega) - f(\theta, \omega)| \leq \epsilon$ if $n \geq n_0(\omega, \theta, \epsilon)$;

(b) $f_n(\theta) \rightarrow f(\theta)$ a.s. uniformly on $\Theta$ if

(I) $\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)|$ is a random variable for $n = 1, 2, \ldots$, and if

(II) there is a null set $N$ and an integer function $n_0(\omega, \epsilon)$, both independent of $\theta$, such that for every $\epsilon > 0$ and every $\omega \in \Omega \setminus N$, $|f_n(\theta, \omega) - f(\theta, \omega)| \leq \epsilon$ if $n \geq n_0(\omega, \epsilon)$.

(c) $f_n(\theta) \rightarrow f(\theta)$ a.s. pseudo-uniformly on $\Theta$ if condition (II) in (b) holds, but not necessarily condition (I).

Similarly to the case of a.s. uniform convergence of random functions the uniform convergence in probability of $f_n(\theta)$ to $f(\theta)$ can be defined by $\lim_{n \rightarrow \infty} \sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| = 0$, provided that $\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)|$ is a random variable.
for \( n = 1, 2, \ldots \). In that case it follows from theorem 2.1.6 that \( f_n(\theta) \to f(\theta) \) in pr. uniformly on \( \Theta \) if and only if every subsequence \((n_k)\) of \((n)\) contains a further subsequence \((n_{k_j})\) such that

\[
\lim_{j \to \infty} f_{n_{k_j}}(\theta) = f(\theta) \quad \text{a.s. uniformly on } \Theta.
\]

This suggests how to define pseudo-uniform convergence in pr.:

**Definition 2.6.2.** Let \( f_n(\theta) \) and \( f(\theta) \) be random functions on a subset \( \Theta \) of a Euclidean space. Then:

(a) \( f_n(\theta) \to f(\theta) \) in pr. uniformly on \( \Theta \) if

\[
\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)|
\]

is a random variable for \( n = 1, 2, \ldots \) satisfying

\[
\lim_{n \to \infty} \sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| = 0.
\]

(b) \( f_n(\theta) \to f(\theta) \) in pr. pseudo-uniformly on \( \Theta \) if every subsequence \((n_k)\) of \((n)\) contains a further subsequence \((n_{k_j})\) such that

\[
\lim_{j \to \infty} f_{n_{k_j}}(\theta) = f(\theta) \quad \text{a.s. pseudo-uniformly on } \Theta.
\]

**Remark:** In this study we shall often conclude:

\[
\sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| \to 0 \quad \text{a.s. or}
\]

\[
\lim_{n \to \infty} \sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| = 0
\]

instead of \( f_n(\theta) \to f(\theta) \) a.s. \( \Theta \) or \( f_n(\theta) \to f(\theta) \) in pr., uniformly on \( \Theta \), respectively. In these cases it will be clear from the context that \( \sup_{\theta \in \Theta} |f_n(\theta) - f(\theta)| \) is a random variable for \( n = 1, 2, \ldots \).

We are now able to generalize theorem 2.1.7 to random functions.
Theorem 2.6.1. Let \((f_n(\theta))\) be a sequence of random functions on a Borel subset \(\Theta\) of a Euclidean space. Let \(f(\theta)\) be an a.s. continuous random function on \(\Theta\). Let \(X_n\) and \(X\) be random vectors in \(\Theta\) such that \(P(X \in \Theta) = 1\) and \(P(X_n \in \Theta) = 1\) for \(n = 1, 2, \ldots\). Moreover, suppose that \(f(X)\) is a random variable and that \(f_n(X_n)\) is a random variable for \(n = 1, 2, \ldots\). If

(a) \(X_n \to X\) a.s. and \(f_n(\theta) \to f(\theta)\) a.s. pseudo-uniformly on \(\Theta\), or

(b) \(X_n \to X\) in pr. and \(f_n(\theta) \to f(\theta)\) in pr. pseudo-uniformly on \(\Theta\),

then (a) \(f_n(X_n) \to f(X)\) a.s. or (b) \(f_n(X_n) \to f(X)\) in pr., respectively.

Proof:

(a) Let \((\Omega, \mathcal{F}, P)\) be the probability space. Let \(N_1\) be the null set on which \(x_n(\omega) \to x(\omega)\) fails to hold, let \(N_2\) be the null set on which \(f(\theta, \omega)\) fails to be continuous, let \(N_3\) and \(N_4\) be null sets on which \(x(\omega) \in \Theta\) and \(x_n(\omega) \in \Theta\), respectively, fail to hold and finally let \(N_5\) be the null set on which

\[
\sup_{\theta \in \Theta} |f_n(\theta, \omega) - f(\theta, \omega)| \to 0
\]

fails to hold. Put \(N = N_1 \cup N_2 \cup N_3 \cup (\bigcup_{n=1}^{\infty} N_4) \cup N_5\). Then \(N \in \mathcal{F}\), \(P(N) = 0\) and for \(\omega \in \Omega \setminus N\) we have:

\[
|f_n(x_n(\omega), \omega) - f(x(\omega), \omega)|
\leq \sup_{\theta \in \Theta} |f_n(\theta, \omega) - f(\theta, \omega)| + |f(x_n(\omega), \omega) - f(x(\omega), \omega)| \to 0.
\]

This proves part (a). Part (b) follows from (a) by using theorem 2.1.6. Q.E.D.

Exercise:

1. Let \(X\) be uniformly distributed on \([0, 1]\). Define for \(\theta \in [0, 1]\),

\[
f_n(\theta) = n^{-1}|X - \theta|.
\]
Show that \( f_n(\theta) \to 0 \) a.s. pointwise on \( \Theta = [0,1] \) while 
\[ \sup_{\theta \in \Theta} |f_n(\theta)| = 1. \]
(This is a counter-example that pointwise a.s. convergence on compact spaces does not imply uniform a.s. convergence.)

2.7 Uniform strong and weak laws of large numbers

Next we shall extend the theorems 1 and 2 of Jennrich (1969). We shall closely follow Jennrich's proof, but instead of the Helly-Bray theorem (theorem 2.3.1) we shall now use theorems 2.5.1 and 2.5.5. The extension involved is:

**Theorem 2.7.1.** Let \( X_1, X_2, \ldots \) be a sequence of independent random vectors in \( \mathbb{R}^k \) with distribution functions \( F_1, F_2, \ldots, \) respectively. Let \( f(x, \theta) \) be a continuous real function on \( \mathbb{R}^k \times \Theta, \) where \( \Theta \) is a compact Borel set in \( \mathbb{R}^m. \) If

\[
(1/n) \sum_{j=1}^n F_j \to G \text{ properly, pointwise} \tag{2.7.1}
\]

and

\[
\sup_n (1/n) \sum_{j=1}^n \sup_{\theta \in \Theta} |f(x, \theta)|^{2+\delta} < \infty \tag{2.7.2}
\]

then

\[
(1/n) \sum_{j=1}^n f(X_j, \theta) \to \int f(x, \theta) dG(x) \text{ a.s. uniformly on } \Theta,
\]

where the limit function involved is continuous on \( \Theta. \)

**Proof:** First we note that by theorem 1.6.1 the supremum in (2.7.2) is a random variable.

For the sake of convenience and clarity we shall label the main steps of the proof.

**Step 1:** Choose \( \theta_0 \) arbitrarily in \( \Theta \) and put for \( \delta \geq 0 \)

\[
\Gamma_\delta = \{ \theta \in \mathbb{R}^m : |\theta - \theta_0| \leq \delta \} \cap \Theta.
\]

Then for any \( \delta \geq 0, \)

\[
\sup_{\theta \in \Gamma_\delta} f(x, \theta) \text{ and } \inf_{\theta \in \Gamma_\delta} f(x, \theta).
\]
are continuous functions on \( \mathbb{R}^k \), because \( \Gamma_\delta \) is a closed subset of a compact set and therefore compact itself. See Rudin (1976, theorem 2.35) and compare theorem 1.6.1. Moreover,

\[
|\sup_{\theta \in \Gamma_\delta} f(x, \theta)| \leq \sup_{\theta \in \Theta} |f(x, \theta)|, \tag{2.7.3}
\]

\[
|\inf_{\theta \in \Gamma_\delta} f(x, \theta)| \leq \sup_{\theta \in \Theta} |f(x, \theta)|. \tag{2.7.4}
\]

Thus it follows from theorem 2.5.3 and the conditions (2.7.1) and (2.7.2) that

\[
(1/n) \sum_{j=1}^{n} \sup_{\theta \in \Gamma_\delta} f(x_j, \theta) \to \int \sup_{\theta \in \Gamma_\delta} f(x, \theta) \, dG(x) \to a.s., \tag{2.7.5}
\]

and

\[
(1/n) \sum_{j=1}^{n} \inf_{\theta \in \Gamma_\delta} f(x_j, \theta) \to \int \inf_{\theta \in \Gamma_\delta} f(x, \theta) \, dG(x) \to a.s. \tag{2.7.6}
\]

Step 2: By continuity,

\[
sup_{\theta \in \Gamma_\delta} f(x, \theta) - \inf_{\theta \in \Gamma_\delta} f(x, \theta) \to 0 \quad \text{as} \quad \delta \downarrow 0,
\]

pointwise in \( x \). It follows now from the dominated convergence theorem that

\[
\lim_{\delta \downarrow 0} \left| \int \sup_{\theta \in \Gamma_\delta} f(x, \theta) \, dG(x) - \int \inf_{\theta \in \Gamma_\delta} f(x, \theta) \, dG(x) \right| = 0. \tag{2.7.7}
\]

Step 3: Choose \( \epsilon > 0 \) arbitrarily. From (2.7.7) it follows that \( \delta > 0 \) can be chosen so small, say \( \delta = \delta(\epsilon) \), that

\[
0 \leq \int \sup_{\theta \in \Gamma_{\delta(\epsilon)}} f(x, \theta) \, dG(x) - \int \inf_{\theta \in \Gamma_{\delta(\epsilon)}} f(x, \theta) \, dG(x) \leq \lambda \epsilon. \tag{2.7.8}
\]

Let \( (\Omega, F, P) \) be the probability space involved. From (2.7.5) and (2.7.6) it follows that there is a null set \( N \) and for each \( \omega \in \Omega \setminus N \) a number \( n_0(\omega, \epsilon) \) such that:
\[
\left| \frac{1}{n} \sum_{j=1}^{n} \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x_j(\omega), \theta) - \int \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x) \right| \leq \frac{\epsilon}{n},
\]
\begin{equation}
(2.7.9)
\end{equation}

\[
\left| \frac{1}{n} \sum_{j=1}^{n} \inf_{\theta \in \Gamma_{\delta}(\epsilon)} f(x_j(\omega), \theta) - \int \inf_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x) \right| \leq \frac{\epsilon}{n},
\]
\begin{equation}
(2.7.10)
\end{equation}

if \( n \geq n_0(\omega, \epsilon) \). From (2.7.8), (2.7.9) and (2.7.10) it follows now that for every \( \omega \in \Omega \setminus N \), every \( n \geq n_0(\omega, \epsilon) \) and every \( \theta \in \Gamma_{\delta}(\epsilon) \):

\[
\left( \frac{1}{n} \right) \sum_{j=1}^{n} f(x_j(\omega), \theta) - \int f(x, \theta) dG(x)
\]

\[\leq \left( \frac{1}{n} \right) \sum_{j=1}^{n} \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x_j(\omega), \theta) - \int \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x)
\]

\[\leq \left| \left( \frac{1}{n} \right) \sum_{j=1}^{n} \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x_j(\omega), \theta) - \int \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x) \right|
\]

\[+ \left| \int \sup_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x) - \inf_{\theta \in \Gamma_{\delta}(\epsilon)} f(x, \theta) dG(x) \right| \leq \epsilon.
\]

and similarly:

\[
\left( \frac{1}{n} \right) \sum_{j=1}^{n} f(x_j(\omega), \theta) - \int f(x, \theta) dG(x) \geq -\epsilon.
\]

Thus for \( \omega \in \Omega \setminus N \) and \( n \geq n_0(\omega, \epsilon) \) we have:

\[
\sup_{\theta \in \Gamma_{\delta}(\epsilon)} \left| \left( \frac{1}{n} \right) \sum_{j=1}^{n} f(x_j(\omega), \theta) - \int f(x, \theta) dG(x) \right| \leq \epsilon.
\]

We note that the null set \( N \) and the number \( n_0(\omega, \epsilon) \) depend on the set \( \Gamma_{\delta}(\epsilon) \), which in its turn depends on \( \theta_0 \) and \( \epsilon \). Thus the above result should be restated as follows. For every \( \theta_0 \) in \( \Theta \) and every \( \epsilon > 0 \) there is a null set \( N(\theta_0, \epsilon) \) and an integer function \( n_0(\omega, \epsilon, \theta_0) \) on \( \Omega \setminus N(\theta_0, \epsilon) \) such that for \( \omega \in \Omega \setminus N(\theta_0, \epsilon) \) and \( n \geq n_0(\omega, \epsilon, \theta_0) \):

\[
\sup_{\theta \in \Gamma_{\delta}(\epsilon)(\theta_0)} \left| \left( \frac{1}{n} \right) \sum_{j=1}^{n} f(x_j(\omega), \theta) - \int f(x, \theta) dG(x) \right| \leq \epsilon,
\]
\begin{equation}
(2.7.11)
\end{equation}

where

\[
\Gamma_{\delta}(\theta_0) = \{ \theta \in \mathbb{R}^k : |\theta - \theta_0| \leq \delta \} \cap \Theta.
\]
\begin{equation}
(2.7.12)
\end{equation}

Step 4: The collection of sets \{ \theta \in \mathbb{R}^k : |\theta - \theta_0| < \delta \} with \( \theta_0 \in \Theta \) is an open covering of \( \Theta \). Since \( \Theta \) is compact, there exists by
definition of compactness a finite covering. Thus there are a finite number of points in \( \Theta \), say

\[ \Theta, \delta, 1, \ldots, \Theta, r_\delta \text{ with } r_\delta < \infty \]

such that

\[ \Theta \subset \bigcup_{i=1}^{r_\delta} \{ \theta \in \mathbb{R}^k : |\theta - \Theta, i, \delta| < \delta \} \].

Using (2.7.12) we therefore have:

\[ \Theta = \bigcup_{i=1}^{r_\delta} \Gamma_\delta(\Theta, i, \delta). \quad (2.7.13) \]

Now put:

\[ N_\varepsilon = \bigcup_{i=1}^{r_\delta} N(\Theta, i, \varepsilon), \]

\[ n_\varepsilon(\omega, \varepsilon) = \max_{1 \leq i \leq r_\delta(\varepsilon)} n_0(\omega, \varepsilon, \Theta, i). \]

Then by (2.7.12) and (2.7.13) we have for \( \omega \in \Omega \setminus N_\varepsilon \) and \( n \geq n_\varepsilon(\omega, \varepsilon) \),

\[ \sup_{\theta \in \Theta} \left| (1/n)^{\sum_{j=1}^{n} f(x_j(\omega), \theta) - \int f(x, \theta) dG(x)} \right| \leq \varepsilon. \]

Since it can be shown, similarly to the proof of theorem 2.2.1, that the null set \( N_\varepsilon \) can be chosen independently of \( \varepsilon \), it follows now that

\[ (1/n)^{\sum_{j=1}^{n} f(X_j, \theta) + \int f(x, \theta) dG(x) \text{ a.s. pseudo-uniformly on } \Theta. \quad (2.7.14) \]

**Step 5:** From (2.7.7) it follows that \( \int f(x, \theta) dG(x) \) is a continuous function on \( \Theta \). Using theorem 2.3.1, it is now easy to verify that

\[ \sup_{\theta \in \Theta} \left| (1/n)^{\sum_{j=1}^{n} f(X_j, \theta) - \int f(x, \theta) dG(x)} \right| \]

is a random variable, so that (2.7.14) becomes
$$\left(1/n\right)\sum_{j=1}^{n} f(X_j, \theta) \rightarrow \int f(x, \theta) dG(x) \text{ a.s. uniformly on } \Theta.$$ 

This completes the proof. Q.E.D.

If condition (2.7.2) is only satisfied with 1+\delta instead of 2+\delta then we can no longer apply theorem 2.5.3 for proving (2.7.5) and (2.7.6). However, applying theorem 2.5.2 we see that (2.7.5) and (2.7.6) still hold in probability. From theorem 2.1.6 it then follows that any subsequence \( (n_k) \) of \((n)\) contains further subsequences

\( (n_{k_1}^{(1)}) \) and \( (n_{k_2}^{(2)}) \),

say such that for \( m \to \infty \),

\[ (1/n_{k_1}^{(1)}) \sum_{j=1}^{n_{k_1}^{(1)}} \sup_{\theta \in \Theta} f(X_j, \theta) \rightarrow \sup_{\theta \in \Theta} f(x, \theta) dG(x) \text{ a.s.} \]

\[ (1/n_{k_2}^{(2)}) \sum_{j=1}^{n_{k_2}^{(2)}} \inf_{\theta \in \Theta} f(X_j, \theta) \rightarrow \inf_{\theta \in \Theta} f(x, \theta) dG(x) \text{ a.s.} \]

Note that we may assume without loss of generality that these further subsequences are equal:

\[ n_{k_m} = n_{k_1}^{(1)} = n_{k_2}^{(2)}. \]

We now conclude from the argument in the proof of theorem 2.7.1 that

\[ \sup_{\theta \in \Theta} \left| \left(1/n_{k_m} \right) \sum_{j=1}^{n_{k_m}} f(X_j, \theta) - \int f(x, \theta) dG(x) \right| \rightarrow 0 \text{ a.s.} \]

as \( m \to \infty \). Again using theorem 2.1.6 we then conclude:

**Theorem 2.7.2.** Let the conditions of theorem 2.7.1 be satisfied, except (2.7.2). If

\[ \sup_n \left(1/n \right) \sum_{j=1}^{n} E \sup_{\theta \in \Theta} \left| f(X_j, \theta) \right|^{1+\delta} < \infty \text{ for some } \delta > 0, \]

then

\[ (1/n)\sum_{j=1}^{n} f(X_j, \theta) + \int f(x, \theta) dG(x) \text{ in pr. uniformly on } \Theta, \]
where the limit function involved is continuous on $\theta$.  

Next, let $f(x,\theta)$ be Borel measurable in both arguments and for each $x \in \mathbb{R}^k$ continuous on $\theta$. Referring to theorems 2.5.6 and 2.5.7 instead of theorems 2.5.2 and 2.5.3, respectively, we have:

Theorem 2.7.3. Let $X_1, X_2, \ldots$ be a sequence of independent random vectors in $\mathbb{R}^k$ with distribution functions $F_1, F_2, \ldots$, respectively. Let $f(x, \theta)$ be a Borel measurable function on $\mathbb{R}^k \times \theta$, where $\theta$ is a compact Borel set in $\mathbb{R}^m$, which is continuous in $\theta$ for each $x \in \mathbb{R}^k$. If

$$(\frac{1}{n})\sum_{j=1}^{n} F_j \to G$$

properly setwise \hspace{1cm} (2.7.15)

and

$$\sup_n (\frac{1}{n})\sum_{j=1}^{n} E \sup_{\theta \in \Theta} |f(X_j, \theta)|^{2+\delta} < \infty \text{ for some } \delta > 0$$

(2.7.16)

then

$$(\frac{1}{n})\sum_{j=1}^{n} f(X_j, \theta) \to \int f(x, \theta) dG(x) \text{ a.s. uniformly on } \Theta,$$

where the limit function involved is continuous on $\theta$.

Theorem 2.7.4. Let the conditions of theorem 2.7.3 be satisfied, except condition (2.7.16). If

$$\sup_n (\frac{1}{n})\sum_{j=1}^{n} E \sup_{\theta \in \Theta} |f(X_j, \theta)|^{1+\delta} < \infty \text{ for some } \delta > 0$$

(2.7.17)

then

$$(\frac{1}{n})\sum_{j=1}^{n} f(X_j, \theta) \ast \int f(x, \theta) dG(x) \text{ in pr. uniformly on } \Theta,$$

where the limit function involved is continuous on $\theta$.

Finally, if the sequence $(X_j)$ is i.i.d. we can relax the moment conditions (2.7.16) and (2.7.17) further, due to Kolmogorov's strong law (cf. theorem 2.1.5):
Theorem 2.7.5. Let the conditions of theorem 2.7.3 be satisfied, except condition (2.7.16). If \((X_j)\) is i.i.d. with

\[ F_j = G \quad \text{and} \quad E \sup_{\theta \in \Theta} |f(X_j, \theta)| < \infty \]

then the conclusion of theorem 2.7.3 carries over.

Exercise:
1. Restate theorems 2.7.2 and 2.7.4 for double arrays \((X_{n,j})\), \(j=1,2,\ldots, n, \quad n=1,2,\ldots\) of random vectors in \(\mathbb{R}^k\) (cf. exercise 2 in section 2.5).
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