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This book deals with statistical inference of nonlinear regression models from two opposite points of view, namely the case where the functional form of the model is completely specified as a known function of regressors and unknown parameters, and the opposite case where the functional form of the model is completely unknown. First it is assumed that the response function of the regression model under review belongs to a certain well-specified parametric family of functional forms, by which estimation of the model merely amounts to estimation of the unknown parameters. For this class of models we review the asymptotic properties of the nonlinear least squares estimator for independent data as well as for time series.

In practice assumptions on the functional form are often made on the basis of computational convenience rather than on the basis of precise a priori knowledge of the empirical phenomenon under review. Therefore the linear regression model is still the most popular model specification in applied research. However, even if the specification of the functional form is based on sound theoretical considerations there it quite often a large range of functional forms that are theoretically admissible, so that there is no guarantee that the actually chosen functional form is true. Functional specification of a parametric nonlinear regression model should therefore always be verified by conducting model misspecification tests. Various model misspecification tests will therefore be discussed, in particular consistent tests which have asymptotic power 1 against all deviations from the null hypothesis that the model is correct.

The opposite case of parametric regression is nonparametric regression. Nonparametric regression analysis is concerned with estimation of a regression model without specifying in advance its functional form. Thus the only source of information about the functional form of the model is the data set itself. In this book we shall review various nonparametric regression approaches, with special emphasis on the kernel method, under various distributional assumptions.

This book is divided into three parts. In the first part we review the elements of abstract probability theory we need in part 2. Part 2 is devoted to the asymptotic theory of parametric and nonparametric regression analysis in the case of independent data generating processes. In part 3 we extend the analysis involved to time series.

The selection of the topics mainly reflects my own interest in the subject. Instead of providing an encyclopedic survey of the literature, I have chosen for a setup which aims to fill the gap between intermediate statistics (including linear time series analysis) and the level necessary to get access to the recent literature on nonlinear and nonparametric regression analysis, with emphasis on my own contributions. The ultimate goal is to provide the student with the tools for his own independent research in this area, by showing what tools I and others have used and what they have been used for. Thus, this book may be viewed as an account of my own struggle with the material involved. I think this book is particularly suitable for self-tuition (at least it aims to be), and may prove useful in a graduate course in mathematical statistics and advanced econometrics.
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5. TESTS FOR MODEL MISSPECIFICATION


A pair of models is called nonnested if it is not possible to construct one model out of the other by fixing some parameters. The nonnested models considered in the literature usually have different vectors of regressors, for testing nonnested models with common regressors makes no sense. In the latter case one may simply choose the model with the minimum estimated error variance, and this choice will be consistent in the sense that the probability that we pick the wrong model converges to zero. A serious point overlooked by virtually all authors is that nonnested models with different sets of regressors may be all correct. This is obvious if the dependent variable and the all regressors involved are jointly normally distributed and the nonnested models are all linear, for conditional expectations on the basis of jointly normally distributed random variables are always linear functions of the conditioning variables. Moreover, in each model involved the errors are independent of the regressors. In particular, in this case the tests of Davidson and MacKinnon (1981) will likely reject each of these true models, as these tests are based on combining linearly the nonnested models into a compound regression model. Since other tests of nonnested hypotheses are basically in the same spirit one may expect this flaw to be a pervasive phenomenon. Thus, these tests are only valid if either the null or only one of the alternatives is true. Moreover, tests of nonnested hypotheses may have low power against nonspecified alternatives, as pointed out by Bierens (1982). Therefore we shall not review these tests further.

In this chapter we only consider tests of the orthogo-
nality condition, without employing a specific alternative. First we discuss White's version of Hausman's test in section 5.1 and then, in section 5.2, the more general M-test of Newey. In section 5.3 we modify the M-test to a consistent test and in section 5.4 we consider a further elaboration of Bierens' integrated M-test.

5.1 White's version of Hausman's test

In an influential paper, Hausman (1978) proposed to test for model misspecification by comparing an efficient estimator with a consistent but inefficient estimator. Under the null hypothesis that the model is correctly specified the difference of these estimators times the square root of the sample size, will converge in distribution to the normal with zero mean, whereas under the alternative that the model is misspecified it is likely that these two estimators have different probability limits. White (1981) has extended Hausman's test to nonlinear models, using the nonlinear least squares estimator as the efficient estimator and a weighted nonlinear least squares estimator as the nonefficient consistent estimator.

The null hypothesis to be tested is that assumption 4.1.1. holds:

\[ H_0: E(Y_j | X_j) - f(X_j, \theta_0) \text{ a.s. for some } \theta_0 \in \Theta, \]

where \( f(x, \theta) \) is a given Borel measurable real function on \( \mathbb{R}^k \times \Theta \) which for each \( x \in \mathbb{R}^k \) is continuous on the compact Borel set \( \Theta \subset \mathbb{R}^\theta \).

The weighted nonlinear least squares estimator is a measurable solution \( \hat{\theta}^* \) of:

\[ \hat{\theta}^* \in \Theta \text{ a.s., } \hat{Q}^*(\hat{\theta}^*) = \inf_{\theta \in \Theta} Q^*(\theta), \]

where

\[ \hat{Q}^*(\theta) = \frac{1}{n} \sum_{j=1}^{n} [Y_j - f(X_j, \theta)]^2 w(x_j), \]

with \( w(\cdot) \) a positive Borel measurable real weight function on \( \mathbb{R}^k \). Following White (1981), we shall now set forth conditions such that under the null hypothesis,
\[ n(\hat{\theta} - \hat{\theta}^*) \sim N_n[0, \Omega] \text{ in distr.,} \]

with \( \hat{\theta} \) the nonlinear least squares estimator, whereas if \( H_0 \) is false, \[ \text{plim}_{n \to \infty} \hat{\theta} = \text{plim}_{n \to \infty} \hat{\theta}^*. \]

Given a consistent estimator \( \hat{\Omega} \) of the asymptotic variance matrix \( \Omega \) the test statistic of White's version of Hausman's test is now \[ \hat{w}^* = n(\hat{\theta} - \hat{\theta}^*)' \text{plim}_{n \to \infty} \hat{\Omega}^{-1}(\hat{\theta} - \hat{\theta}^*), \]

which is asymptotically \( \chi^2 \) distributed under \( H_0 \) and converges in probability to infinity if \( H_0 \) is false.

Let us now list the maintained hypotheses which are assumed to hold regardless whether or not the model is correctly specified.

**Assumption 5.1.1.** Assumption 4.3.1 holds and \( E \gamma_2^2 w(X_1) < \infty \).

**Assumption 5.1.2.** Assumption 4.3.2 holds and \[ E \sup_{\theta \in \Theta} (X_1, \theta)^2 w(X_1) < \infty. \]

**Assumption 5.1.3.** There are unique vectors \( \theta^* \) and \( \theta^{**} \) in \( \Theta \) such that \[ E[E(Y_1 | X_1) - f(X_1, \theta^*)]^2 = \inf_{\theta \in \Theta} E[E(Y_1 | X_1) - f(X_1, \theta)]^2 \]

and \[ E[E(Y_1 | X_1) - f(X_1, \theta^{**})]^2 w(X_1) \]

\[ = \inf_{\theta \in \Theta} E[E(Y_1 | X_1) - f(X_1, \theta)]^2 w(X_1). \]

If \( H_0 \) is false then \( \theta^* < \theta^{**} \).
Assumption 5.1.4. The parameter space $\Theta$ is convex and $f(x, \theta)$ is 
for each $x \in \mathbb{R}^k$ twice continuously differentiable on $\Theta$. If $H_0$
is true then $\theta_0$ is an interior point of $\Theta$.

Assumption 5.1.5. Let assumption 4.3.5 hold. Moreover, let for
$i, i_1, i_2 = 1, \ldots, m$.

$$
E \sup_{\theta \in \Theta} \left[ \left( \frac{\partial}{\partial \theta_1} f(X_1, \theta) \right)^2 w(X_1) \right] < \infty,
$$

$$
E \sup_{\theta \in \Theta} \left[ \left( \frac{\partial}{\partial \theta_1} f(X_1, \theta) \right)^2 w(X_1) \right] < \infty.
$$

Assumption 5.1.6. The matrices

$$
\Omega_2 = E \left[ \left( \frac{\partial}{\partial \theta'} f(X_1, \theta) \right) \left( \frac{\partial}{\partial \theta} f(X_1, \theta) \right)^T \right],
$$

$$
\Omega_2^k = E \left[ \left( \frac{\partial}{\partial \theta_1} f(X_1, \theta) \right) \left( \frac{\partial}{\partial \theta_2} f(X_1, \theta) \right)^T \right]
$$

are nonsingular.

Assumption 5.1.7. Let assumption 4.3.7 hold and let for $i, i_1, i_2$
$-1, \ldots, m$,

$$
E \sup_{\theta \in \Theta} \left[ Y_1 - f(X_1, \theta) \right]^2 w(X_1)^2 \left| \frac{\partial}{\partial \theta_1} f(X_1, \theta) \right| 
\times \left| \frac{\partial}{\partial \theta_2} f(X_1, \theta) \right| < \infty.
$$

Finally, denoting

$$
\Omega_1 = E \left[ Y_1 - f(X_1, \theta) \right]^2 \left[ \left( \frac{\partial}{\partial \theta'} f(X_1, \theta) \right) \left( \frac{\partial}{\partial \theta} f(X_1, \theta) \right)^T \right],
$$

$$
\Omega_1^k = E \left[ Y_1 - f(X_1, \theta) \right]^2 w(X_1)^2 \left[ \left( \frac{\partial}{\partial \theta'} f(X_1, \theta) \right) \left( \frac{\partial}{\partial \theta} f(X_1, \theta) \right)^T \right],
$$

$$
\Omega_1^* = E \left[ Y_1 - f(X_1, \theta) \right]^2 w(X_1)^2 \left[ \left( \frac{\partial}{\partial \theta'} f(X_1, \theta) \right) \left( \frac{\partial}{\partial \theta} f(X_1, \theta) \right)^T \right],
$$

$$
\Omega = \Omega_2^{-1} \Omega_1 \Omega_2^{-1} - \Omega_2^{-1} \Omega_1^k \left( \Omega_2^k \right)^{-1}
- \left( \Omega_2^k \right)^{-1} \Omega_1^k \Omega_2^{-1} + \left( \Omega_2^k \right)^{-1} \Omega_1^* \left( \Omega_2^k \right)^{-1}
$$

we assume:
Assumption 5.1.8. The matrix Ω is nonsingular.

Now observe that under assumptions 5.1.1 and 5.1.2,

\[ \hat{Q}(θ) - Q(θ) \text{ a.s. uniformly on } θ \]
\[ \hat{Q}^*(θ) - Q^*(θ) \text{ a.s. uniformly on } θ, \]

where \( Q(θ) \) and \( Q(θ) \) are defined in (4.1.9) and (4.3.3), respectively, and

\[ Q^*(θ) = E[Y_i - f(X_i, θ)]^2 ω(X_i). \]

Together with assumption 5.1.3, these results now imply:

Theorem 5.1.1. Under assumptions 5.1.1-5.1.3,

\[ \hat{θ} \rightarrow θ^* \text{ a.s. and } \hat{θ}^* \rightarrow θ^* \text{ a.s.} \]

(cf. Theorem 4.2.1). Moreover, if \( H_0 \) is true then clearly

\[ θ^* = θ^* = θ_0.\]

Now assume that \( H_3 \) is true, and denote

\[ U_j = Y_j - f(X_j, θ_0). \]

Then it follows from assumptions 5.1.1-5.1.8, similarly to (4.2.12)

\[ \text{plim}_{n→∞} \left( \frac{1}{n} \left( \frac{1}{n} \sum_{j=1}^{n} U_j \left( \frac{∂}{∂θ'} f(X_j, θ_0) \right) \right) \right) = 0 \]

(5.1.1)

\[ \text{plim}_{n→∞} \left( \frac{1}{n} \left( \frac{1}{n} \sum_{j=1}^{n} U_j \left( \frac{∂}{∂θ'} f(X_j, θ_0) \right) \right) \right) = 0 \]

(5.1.2)

hence,

\[ \text{plim}_{n→∞} \left( \frac{1}{n} \left( \frac{1}{n} \sum_{j=1}^{n} \left( \frac{∂}{∂θ'} f(X_j, θ_0) \right) \right) \right) = 0, \]

where
Moreover, from the central limit theorem it follows

\[
(1/n)\sum_{j=1}^{n} Z_j \to N_{2m}[0,A],
\]

where

\[
A = E Z_j Z_j = [A_{i_1 j_2}], \ i_1, i_2 = 1, 2,
\]

is a 2m x 2m matrix with mxm blocks.

\[
A_{11} = \Omega_2^{-1} \Omega_2 \Omega_2^{-1}, \quad A_{12} = \Omega_2^{-1} \Omega_2 \Omega_2^{*+} \Omega_2^{-1}
\]

\[
A_{21} = (\Omega_2^{*+})^{-1} \Omega_2 \Omega_2^{*+}, \quad A_{22} = (\Omega_2^{*+})^{-1} \Omega_2 \Omega_2^{*+} \Omega_2^{-1}
\]

From these results it easily follows now:

**Theorem 5.1.2.** Under \(H_0\) and the assumption 5.1.1-5.1.8,

\[
\sqrt{n}(\hat{\theta} - \hat{\theta}^*) \to N_m(0,\Omega) \text{ in distr.}
\]

A consistent estimator of \(\Omega\) can be constructed as follows. Let

\[
\hat{\Omega}_1^{(1)} = (1/n)\sum_{j=1}^{n} w(X_j)^I (Y_j - \hat{f}(X_j, \hat{\theta}))^2
\]

\[
\times [(\partial/\partial\theta')\hat{f}(X_j, \hat{\theta})][(\partial/\partial\theta)\hat{f}(X_j, \hat{\theta})]
\]

\[
\hat{\Omega}_2^{(1)} = (1/n)\sum_{j=1}^{n} w(X_j)^I [(\partial/\partial\theta')\hat{f}(X_j, \hat{\theta})][(\partial/\partial\theta)\hat{f}(X_j, \hat{\theta})]
\]

\[
\hat{\Omega}_1 = \hat{\Omega}_1^{(0)}, \quad \hat{\Omega}_2 = \hat{\Omega}_2^{(1)}
\]

and define \(\hat{\Omega}\) analogously to \(\Omega\). Then

**Theorem 5.1.3.** Under assumptions 5.1.1 - 5.1.7,

\[
\hat{\Omega} \to \Omega \text{ a.s.}
\]

regardless whether or not the null is true.
Combining theorems 5.1.1-5.1.3 we now have

**Theorem 5.1.4.** Under assumptions 5.1.1-5.1.8,

\[ \hat{W}^x + \chi^2_m \text{ if } H_0 \text{ is true and} \]

\[ \hat{W}^x/n \to (\theta_{\infty}' - \theta_{\infty})' \Omega^{-1}(\theta_{\infty}' - \theta_{\infty}) > 0 \text{ a.s. if } H_0 \text{ is false.} \]

The latter implies, of course, that \( \lim_{n \to \infty} \hat{W}^x = \infty. \)

The power of this test heavily depends on the condition that under misspecification \( \theta_{\infty} \neq \theta_{\infty}', \) and for that the choice of the weight function \( w(\cdot) \) is crucial. Take for example the true model

\[ Y_j = X_{1j} + X_{2j} + X_{1j}X_{2j} + U_j \]

where the \( X_{1j}'s, X_{2j}'s \) and \( U_j \)'s are independent \( N(0,1) \) distributed, and let \( f(x,\theta) = \theta_1 x_1 + \theta_2 x_2, \quad w(x) = x_1 + x_2. \)

Then

\[ E \left[ Y_j - f(X_j,\theta)^2 \right] = (1-\theta_1)^2 + (1-\theta_2)^2 + 2 \quad (5.1.3) \]

and

\[ E \left[ Y_j - f(X_j,\theta) \right]^2 = 4(1-\theta_1)^2 + 4(1-\theta_2)^2 + 8, \quad (5.1.4) \]

hence \( \theta_{\infty} = \theta_{\infty}' = (1,1)' \). Moreover, in this case we still have

\[ \hat{W}^x \to \chi^2_n \text{ in distr.}, \quad (5.1.5) \]

although the model is misspecified. Thus Hausman's test is not consistent against all alternatives, a result also confirmed by Holly (1982).
Exercises:
1. Prove (5.1.2)
2. Prove theorem 5.1.2
3. Prove theorem 5.1.3
4. Prove (5.1.3) and (5.1.4), using the fact that the fourth moment of a standard normally distributed random variable equals 3.
5. Prove (5.1.5).

5.2 Newey's M-test
5.2.1 Introduction
Newey (1985) argues that testing model correctness usually amounts to testing a null hypothesis of the form

\[ H_0: \mathbb{E} M(Y, X, \theta_0) = 0, \]  

where \( M(y, x, \theta) = (M_1(y, x, \theta), \ldots, M_p(y, x, \theta))^\top \) is a vector-valued function on \( \mathbb{R} \times \mathbb{R}^k \times \Theta \) (with Borel measurable components). A specification test can then be based on the sample moment vector

\[ \hat{M}(\hat{\theta}) = (1/n) \sum_{j=1}^n M(Y_j, X_j, \hat{\theta}), \]  

where \( \hat{\theta} \) is, under \( H_0 \), a consistent and asymptotically normally distributed estimator of \( \theta_0 \).

We show now that the Hausman-White test is indeed asymptotically equivalent under \( H_0 \) with a particular M-test. Let

\[ M(y, x, \theta) = (y - f(x, \theta))(\partial f(x, \theta)] w(x) \]  

and let \( \hat{\theta} \) be the nonlinear least squares estimator. Under \( H_0 \) we have for the \( i \)-th component of \( M(\hat{\theta}) \),

\[ \sqrt{n} M_i(\hat{\theta}) = (1/n) \sum_{j=1}^n [Y_j - f(X_j, \hat{\theta})](\partial f(X_j, \hat{\theta}) w(X_j) \]

\[ = (1/n) \sum_{j=1}^n U_j(\partial f(X_j, \hat{\theta}) w(X_j) \]

\[ - (1/n) \sum_{j=1}^n [f(X_j, \hat{\theta}) - f(X_j, \theta_0)](\partial f(X_j, \hat{\theta}) w(X_j). \]

Using the mean value theorem we see that there exists a mean value \( \hat{\theta}^{(1)} \) satisfying \( |\hat{\theta}^{(1)} - \theta_0| \leq |\hat{\theta} - \theta_0| \) a.s. such that
\[ \hat{\theta}_n = \sqrt{n} \hat{M}_n(\theta_0) + \left[ (\partial/\partial \theta) \hat{M}_n(\hat{\theta}^{(1)}) \right] / \sqrt{n} (\theta - \theta_0). \]

We leave it as an exercise (cf. exercise 1) to show that under the conditions of theorem 5.1.2,

\[ \text{plim}_{\theta \to \theta_0} \left[ (\partial/\partial \theta^{(1)}) \hat{M}_n(\hat{\theta}^{(1)}), \ldots, (\partial/\partial \theta^{(m)}) \hat{M}_n(\hat{\theta}^{(m)}) \right] ' = \Omega_2^\theta, \]

hence

\[ \text{plim}_{\theta \to \theta_0} \left( \sqrt{n} \hat{M}(\theta) - \Omega_2^\theta / \sqrt{n} (\theta - \theta_0) \right) = 0. \] (5.2.4)

Comparing this result with (5.1.2) we now see that

\[ \text{plim}_{\theta \to \theta_0} \left( \sqrt{n} \hat{M}(\theta) - \Omega_2^\theta / \sqrt{n} (\theta - \theta_0) \right) = 0, \]

hence

\[ (\Omega_2^\theta)'^{-1} \sqrt{n} \hat{M}(\theta) \]

has the same asymptotic normal distribution as

\[ \sqrt{n} (\hat{\theta} - \hat{\theta}^*). \]

This result demonstrates the asymptotic equivalence under \( H_0 \) of this special case of the M-test and the Hausman-White test.

Next, consider the case that \( H_0 \) is false. Under the conditions of theorem 5.1.4 we have

\[ \text{plim}_{\theta \to \theta_0} \hat{M}(\theta) = \text{E}[E(Y_1 | X_1) - f(X_1, \theta_0)] (\partial/\partial \theta^*) f(X_1, \theta_0) w(X_1) \] (5.2.5)

as is not hard to verify. Cf. exercise 2. Now assume that the function

\[ [E(Y_1 | X_1) - f(X_1, \theta)]^2 w(X_1) \]

has no local extremum at \( \theta = \theta_0^* \). This condition is only a slight augmentation of assumption 5.1.3. Then the right hand
side of (5.2.5) is unequal to the zero vector, i.e.,

$$\text{plim}_{n \to \infty} M(\hat{\theta}) \neq 0.$$ 

This establishes the asymptotic power of the M-test under review. However, also the M-test is not generally watertight. It is not hard to verify that for the example at the end of section 5.1 this version of the M-test has also low power.

Another example of an M-test is the Wald test in section 4.5, with $M(y, x, \theta) = \eta(\theta)$. Also, Ramsey's (1969, 1970) RESET test may be considered as a special case of the M-test.

5.2.2 The conditional M-test

In regression analysis, where we deal with conditional expectations, model correctness usually corresponds to a null hypothesis of the form

$$H_0: \mathbb{E}[r(Y_j, X_j, \theta)|X_j] = 0 \text{ a.s. if and only if } \theta = \theta_0. \quad (5.2.6)$$

For example in the regression case considered in section 4.3 an obvious candidate for this function $r$ is $r(y, x, \theta) = y - f(x, \theta)$. Also, we may choose for $r(Y_j, X_j, \theta)$ the $j$-th term of

$$\frac{-\partial}{\partial \theta'} Q(\theta),$$

where $Q(\theta)$ is defined in (4.1.9), i.e.,

$$r(y, x, \theta) = [y - f(x, \theta)](\partial/\partial \theta') f(x, \theta). \quad (5.2.7)$$

Clearly,

$$\mathbb{E}[r(Y_j, X_j, \theta)|X_j] = \mathbb{E}[Y_j|X_j] \cdot f(X_j, \theta)' f(X_j, \theta) = 0 \text{ a.s. if and only if } \mathbb{E}[Y_j|X_j] = f(X_j, \theta_0) \text{ a.s. and } \theta = \theta_0. \quad (5.2.8)$$

Furthermore, observe that in the case (5.2.7) the estimator $\hat{\theta}$ of $\theta_0$ is such that

$$\mathbb{P}(1/n \sum_{j=1}^{n} r(Y_j, X_j, \hat{\theta}) = 0) = 1. \quad (5.2.9)$$

Cf. (4.2.7). This is true even if the model is misspecified, provided that $\theta$ converges in probability to an interior point.
of the parameter space $\Theta$. Consequently we cannot choose $r=M$, for then

$$P(M(\hat{\theta})=0) \rightarrow 1$$

anyhow and thus any test based on $M(\hat{\theta})$ will have no power at all. What we need is a weight function, similarly to (5.2.3), i.e., let $r_i(y,x,\theta)$ be the $i$-th component of the vector $r(y,x,\theta)$, and let $w_i(x,\theta)$ be a weight function. Then

$$M_i(y,x,\theta) = r_i(y,x,\theta)w_i(x,\theta), \quad i=1,2,\ldots,m. \quad (5.2.10)$$

Note that in the case (5.2.3),

$$w_i(x,\theta) = w(x), \quad r_i(y,x,\theta) = (y-f(x,\theta)(\partial/\partial \theta_i)f(x,\theta), \quad i=1,2,\ldots,k.$$ 

In view of the above argument, we can now state the basic ingredients of the conditional M-test. First, let us assume that the data generating process is i.i.d.:

Assumption 5.2.1. The data generating process $\{(Y_j,X_j)\}$ with $Y_j \in \mathbb{R}, X_j \in \mathbb{R}^k$ is i.i.d.

The model is implicitly specified by the functions $r_i(y,x,\theta)$:

Assumption 5.2.2. For $i=1,2,\ldots,m$ the functions $r_i(y,x,\theta)$ are Borel measurable real functions on $\mathbb{R} \times \mathbb{R}^k \times \Theta$, where $\Theta$ is compact Borel subset of $\mathbb{R}^m$, such that

$$E \sup_{\Theta \in \Theta} |r_i(Y_j,X_j,\theta)| < \infty.$$ 

Moreover, for each $(y,x) \in \mathbb{R} \times \mathbb{R}^k$ the functions $r_i(y,x,\theta)$ are continuously differentiable on $\Theta$. Let

$$r(y,x,\theta) = (r_1(y,x,\theta), \ldots, r_m(y,x,\theta))'.$$

There exists a unique interior point $\theta_0$ of $\Theta$ such that

$$E r(Y_j,X_j,\theta_0) = 0 \ (\in \mathbb{R}^m).$$
Note that the latter condition does not say anything about model correctness. For example in the case of the regression model in section 4.3 this condition merely says that the function

$$E[Y_j - f(X_j, \theta)]^2 = E[Y_j - E(Y_j | X_j)]^2 + E[E(Y_j | X_j) - f(X_j, \theta)]^2$$

has a unique extremum on $\Theta$ at an interior point $\theta_0$ of $\Theta$, without saying that

$$E[E(Y_j | X_j) - f(X_j, \theta_0)]^2 = 0.$$

Next, we consider an estimator $\hat{\theta}_n$ of $\theta_0$, satisfying (5.2.9):

**Assumption 5.2.3.** Let $(\theta_n)$ be a sequence of random vectors in $\Theta$ such that

$$\lim_{n \to \infty} P\{(1/n)\sum_{j=1}^{n} \tau(Y_j, X_j, \theta_n) = 0\} = 1.$$

We may think of $\hat{\theta}_n$ as an estimator obtained by minimizing an objective function of the form

$$D_n(\theta) = \left| \frac{1}{n}\sum_{j=1}^{n} \tau(Y_j, X_j, \theta) \right|$$

over $\Theta$, where $|.|$ is the Euclidean norm. Then under assumptions 5.2.1-5.2.3,

$$D_n(\theta) \to D(\theta) = |E \tau(Y_1, X_1, \theta)| \text{ a.s., uniformly on } \Theta. \tag{5.2.12}$$

Cf. exercise 3. This result, together with assumption 5.2.3, implies $\theta_n \to \theta_0$ in prob., i.e.,

**Theorem 5.2.1.** Under assumptions 5.2.1-5.2.3, $\lim_{n \to \infty} \theta_n = \theta_0$.

**Proof:** We have

$$0 \leq D(\hat{\theta}_n) = D(\hat{\theta}_n) \cdot D(\theta_0) = D(\hat{\theta}_n) \cdot D_n(\hat{\theta}_n) + D_n(\hat{\theta}_n)$$

$$\leq \sup_{\theta \in \Theta} |D(\hat{\theta}) - D(\theta)| + D_n(\hat{\theta}_n) \to 0 \text{ in prob.} \tag{5.2.13}$$
by (5.2.12) and assumption 5.2.3, hence
\[ \text{plim}_{n \to \infty} D(\theta_n) = D(\theta_0) = 0. \] (5.2.14)

The theorem follows now similarly to the proof of theorem 4.2.1. Q.E.D.

Also asymptotic normality applies. By the mean value theorem we have

\[ \frac{1}{n} \sum_{i=1}^{n} r_i(Y_i, X_i, \theta_n) = \frac{1}{n} \sum_{i=1}^{n} r_i(Y_i, X_i, \theta_0) \]

\[ + \left[ \left( \frac{1}{n} \sum_{i=1}^{n} (\partial/\partial \theta') r_i(Y_i, X_i, \theta_n^{(i)}) \right) \right]' \frac{1}{n} (\theta_n - \theta_0), \] (5.2.15)

where \( \theta_n^{(i)} \) is a mean value satisfying \( |\theta_n^{(i)} - \theta_0| \leq |\theta_n - \theta_0| \).

Now assume

**Assumption 5.2.4.** For \( i, l = 1, 2, \ldots, m \), let

\[ E \sup_{\theta \in \Theta} |(\partial/\partial \theta) r_i(Y_i, X_i, \theta)| < \infty \]

Then by theorem 2.7.5,

\[ \frac{1}{n} \sum_{i=1}^{n} (\partial/\partial \theta') r_i(Y_i, X_i, \theta) \to E(\partial/\partial \theta') r_i(Y_i, X_i, \theta) \text{ a.s.} \] (5.2.16)

uniformly on \( \theta \), hence by theorem 2.6.1 and the fact that by theorem 5.2.1,

\[ \text{plim}_{n \to \infty} \theta_n^{(i)} = \theta_0. \]

\[ \text{plim}_{n \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} (\partial/\partial \theta') r_i(Y_i, X_i, \theta_n^{(i)}) \right) \]

\[ = E(\partial/\partial \theta') r_i(Y_i, X_i, \theta_0) \]

Denoting

\[ \hat{\theta}^k = \left[ \left( \frac{1}{n} \sum_{i=1}^{n} (\partial/\partial \theta') r_i(Y_i, X_i, \theta_n^{(i)}) \right), \ldots \right. \]

\[ \ldots, (\frac{1}{n} \sum_{i=1}^{n} (\partial/\partial \theta') r_i(Y_i, X_i, \theta_n^{(m)})) \right] \]

and
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\[ \Gamma = \{ E(\partial^2 \theta') \mathbf{r}_1(Y_1, X_1, \theta_0), \ldots, E(\partial^2 \theta') \mathbf{r}_n(Y_n, X_n, \theta_0) \}' \quad (5.2.17) \]

we thus have

\[ \text{plim}_{n \to \infty} \hat{\Gamma}^n = \Gamma \quad (5.2.18) \]

Next assume:

**Assumption 5.2.5.** The \((m \times m)\) matrix \(\Gamma\) is nonsingular.

Then

\[ \text{plim}_{n \to \infty} \hat{\Gamma}^{-1} = \Gamma^{-1} \quad (5.2.19) \]

(Cf. exercise 4), whereas by (5.2.15) and assumption 5.2.3

\[ \text{plim}_{n \to \infty} \left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{\Gamma}^{-1} \mathbf{r}(Y_j, X_j, \theta_0) + \sqrt{n}(\theta_n - \theta_0) \right) = 0. \quad (5.2.20) \]

This result, together with (5.2.19), implies

\[ \text{plim}_{n \to \infty} \left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{\Gamma}^{-1} \mathbf{r}(Y_j, X_j, \theta_0) + \sqrt{n}(\theta_n - \theta_0) \right) = 0 \quad (5.2.21) \]

provided that

\[ \left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \mathbf{r}(Y_j, X_j, \theta_0) \right) \text{ converges in distribution.} \]

Cf. exercise 5. A sufficient additional condition for the latter is:

**Assumption 5.2.6.** For i=1,2,\ldots,m, \( E \sup_{\theta \in \Theta} \| \mathbf{r}_i(Y_1, X_1, \theta) \|^2 < \infty, \)

as then the \((m \times m)\) variance matrix

\[ \Delta = E \mathbf{r}(Y_1, X_1, \theta_0) \mathbf{r}(Y_1, X_1, \theta_0)' \quad (5.2.22) \]

has finite elements. Since the random vectors \( \mathbf{r}(Y_j, X_j, \theta_0) \) are i.i.d. with zero mean vectors and finite variance matrix \( \Delta \) it follows now from the central limit theorem.
Combining (5.2.21) and (5.2.23) yields:

**Theorem 5.2.2.** Under assumptions 5.2.1-5.2.6,

\[
\frac{1}{n}(\theta_n - \theta_0) \overset{\text{distr.}}{\rightarrow} N_m[0, \Omega] \quad \text{where} \quad \Omega = (\Gamma)^{-1} \Delta (\Gamma')^{-1}.
\]

Note that this result holds regardless whether or not the underlying model is correctly specified. A similar result has been obtained by White (1980, 1982) for misspecified linear models and maximum likelihood under misspecification. Moreover, if the underlying model is correctly specified, \( r \) defined by (5.2.7) and if \( \theta_0 \) is the nonlinear least squares estimator then \( \Omega \) reduces to \( \Omega_2^{-1} \Omega_1 \Omega_2^{-1} \). Cf. theorem 4.3.2 and exercise 6.

A consistent estimator of \( \Omega \) can be obtained as follows. Let

\[
\hat{\Gamma} = \left\{ \frac{1}{n} \sum_{j=1}^{n} (\partial / \partial \theta' ) r_1(Y_j, X_j, \theta_n), \ldots, \frac{1}{n} \sum_{j=1}^{n} (\partial / \partial \theta' ) r_m(Y_j, X_j, \theta_n) \right\}
\]

\[
\hat{\Delta} = \frac{1}{n} \sum_{j=1}^{n} r(Y_j, X_j, \theta_n) r(Y_j, X_j, \theta_n)',
\]

\[
\hat{\Omega} = \hat{\Gamma}^{-1} \hat{\Delta} (\hat{\Gamma}')^{-1}.
\]

**Theorem 5.2.3.** Under assumption 5.2.1-5.2.6, \( \lim_{n \to \infty} \hat{\Omega} = \Omega \).

**Proof:** Exercise 7.

We now come to the null hypothesis to be tested. As said before, the null hypothesis \( E(Y_j | X_j) = f(X_j, \theta_0) \) a.s. is equivalent with (5.2.6), where \( r \) is defined by (5.2.7). If \( H_0 \) is true then for \( i=1,2, \ldots, m \),

\[
E r_i(Y_j, X_j, \theta_0) \omega_i(X_j, \theta_0) = E(E[r_i(Y_j, X_j, \theta_0) | X_j] \omega_i(X_j, \theta_0)) = 0 \quad (5.2.27)
\]
for all weight functions \( w_i \) for which the expectation involved is defined. If \( H_0 \) is false there exist continuous weight functions \( w_i \) for which (5.2.27) does not hold. Cf. theorem 3.1.2. Now let us specify these weight functions.

**Assumption 5.2.7.** The weight functions \( w_i(x, \theta) \), \( i=1,2,\ldots,m \), are Borel measurable real functions on \( \mathbb{R}^k \times \Theta \) such that for \( i=1,2,\ldots,m \),

(I) for each \( x \in \mathbb{R}^k \), \( w_i(x, \theta) \) is continuously differentiable on \( \Theta \);

(II) \( \mathbb{E} \sup_{\theta \in \Theta} |r_1(Y_1, X_1, \theta)|^3 \mathbb{E} w_i(X_1, \theta) < \infty \);

(III) \( \mathbb{E} \sup_{\theta \in \Theta} |r_1(Y_1, X_1, \theta)w_i(X_1, \theta)|^2 < \infty \);

(IV) for \( i=1,2,\ldots,m \), \( \mathbb{E} \sup_{\theta \in \Theta} |(\partial / \partial \theta) \{r_1(Y_1, X_1, \theta)w_i(X_1, \theta)\}| < \infty \);

(V) if \( H_0 \) is false then \( \mathbb{E} r_i(Y_1, X_1, \theta_0)w_i(X_1, \theta_0) = 0 \) for at least one \( i \).

The conditions (I)-(IV) are regularity conditions. Condition (V), however, is the crux of the conditional M-test, because it determines the power of the test. It says that the random vector function

\[
\hat{M}(\theta) = (L/n)\sum_{j=1}^n M(Y_j, X_j, \theta)
\]

with

\[
M(Y_j, X_j, \theta) = (r_1(Y_j, X_j, \theta)w_1(X_j, \theta), \ldots, r_m(Y_j, X_j, \theta)w_m(X_j, \theta))'
\]

say, has nonzero mean at \( \theta=\theta_0 \) if \( H_0 \) is false. Thus, we actually test the null hypothesis

\[
H_0^\wedge: \mathbb{E} \hat{M}(\theta_0) = 0
\]

against the alternative hypothesis.
However, it may occur that the choice of the weight functions is inappropriate in that $H^*_0$ holds while $H_0$ is false. The choice of the weight functions is therefore more or less a matter of guesswork, as a watertight choice requires knowledge of the true model. In the next section it will be shown how the conditional $M$-test can be modified to a consistent test.

We are now going to construct a test statistic on the basis of the statistic $\hat{M}(\theta_n)$. Consider its $i$-th component $\hat{M}_i(\theta)$. By the mean value theorem we have

$$\sqrt{n} \hat{M}_i(\theta_n) = \sqrt{n} \hat{M}_i(\theta_0)$$

$$+ (1/n) \sum_{j=1}^{n} (\delta/\delta \theta) M_i(Y_j, X_j, \theta_n^{(i)}) / n(\theta_n - \theta_0)$$

(5.2.32)

where $|\theta_n^{(i)} - \theta_0| \leq |\theta_n - \theta_0|$. Denoting

$$A = \{E(\delta/\delta \theta') r_1(Y_1, X_1, \theta_0) w_1(X_1, \theta_0), \ldots,
\ldots, E(\delta/\delta \theta') r_m(Y_1, X_1, \theta_0) w_m(X_1, \theta_0)\}'$$

(5.2.33)

it is not hard to show, similarly to (5.2.21), that (5.2.32) implies

$$\operatorname{plim}_{n \to \infty} \{\sqrt{n} \hat{M}(\theta_n) - \sqrt{n} \hat{M}(\theta_0) - \hat{A}/n(\theta_n - \theta_0)\} = 0$$

(5.2.34)

Cf. exercise 8. Substituting

$$-(1/n) \sum_{j=1}^{n} r(Y_j, X_j, \theta_0)$$

for $\sqrt{n}(\theta_n - \theta_0)$ (cf. (5.2.21)) it follows from (5.2.34) and (5.2.28),

$$\operatorname{plim}_{n \to \infty} \{\sqrt{n} \hat{M}(\theta_n) - (1/n) \sum_{j=1}^{n} Z_j\} = 0,$$

(5.2.35)

where

$$Z_j = M(Y_j, X_j, \theta_0) - A r^{-1} r(Y_j, X_j, \theta_0).$$
If $H_0$ is true then $E Z_1 = 0$, and moreover it follows from assumption 5.2.7 that $E Z_1 Z_1' = \Delta_\beta$, where

$$\Delta_\beta = E M(Y_1, X_1, \theta_0) M(Y_1, X_1, \theta_0)'$$

$$- E M(Y_1, X_1, \theta_0) x(Y_1, X_1, \theta_0) (\Gamma')^{-1} A'$$

$$- \Gamma^{-1} E x(Y_1, X_1, \theta_0) M(Y_1, X_1, \theta_0)' + \Gamma^{-1} \Delta (\Gamma')^{-1} A', \quad (5.2.36)$$

is well-defined. By the central limit theorem and (5.2.35) we now have

$$\sqrt{n} \hat{M}(\theta_n) \rightarrow N_n[0, \Delta_\beta] \text{ in distr. under } H_0. \quad (5.2.37)$$

Moreover, under $H_1^*$ we have

$$\operatorname{plim}_{n \rightarrow +\infty} \hat{M}(\theta_n) = E M(Y_1, X_1, \theta_0) = 0. \quad (5.2.38)$$

A consistent estimator of $\Delta_\beta$ can be obtained as follows. Let $\Gamma$, $\Delta$ and $\Omega$ be defined in (5.2.23)-(5.2.25), let

$$\hat{\Delta}_\beta = (1/n) \sum_{j=1}^{n} \left( \frac{\partial}{\partial \theta'} \right) \left[ x_j(Y_j, X_j, \theta_n) \omega_j(X_j, \theta_n) \right]'$$

$$\hat{B} = (1/n) \sum_{j=1}^{n} M(Y_j, X_j, \theta_n) M(Y_j, X_j, \theta_n)'$$

$$\hat{C} = (1/n) \sum_{j=1}^{n} x_j(Y_j, X_j, \theta_n) x(Y_j, X_j, \theta_n)'$$

and

$$\hat{\Delta}_\beta = \hat{B} - \hat{C} (\Gamma')^{-1} \hat{\Delta}' - \hat{\Delta} (\Gamma^{-1}) \hat{\Delta}' + \hat{\Delta} \hat{\Omega} \hat{\Delta}'. \quad (5.2.39)$$

Then:

**Theorem 5.2.4.** Under assumption 5.2.1-5.2.7, $\operatorname{plim}_{n \rightarrow +\infty} \hat{\Delta}_\beta = \Delta_\beta$.

**Proof:** Exercise 9.

Note that this result also holds if $H_0$ is false, although in that case $\Delta_\beta$ is no longer the asymptotic variance matrix of
Finally, assume Assumption 5.2.8. The matrix $A_n$ is nonsingular, and let
\[ H = n \hat{M}(\theta_n)' \hat{A}_n^{-1} \hat{M}(\theta_n) \]
be the ultimate test statistic. Then

Theorem 5.2.5. Under assumptions 5.2.1-5.2.8,

(I) $H \to \chi^2_0$ in distr. if $H_0$ is true,

(II) $\text{plim}_{n \to \infty} H/n = E M(Y_1, X_1, \theta_0)' \hat{A}_n^{-1} E M(Y_1, X_1, \theta_0) > 0$ if $H_0$ is false.

Exercises:
1. Prove (5.2.4)
2. Prove (5.2.5)
3. Prove (5.2.12)
4. Why does (5.2.19) follow from (5.2.17)?
5. Prove (5.2.21)
6. Prove that $\Omega = \Omega_1^{-1} \Omega_2, \Omega_3^{-1}$ under the conditions in section 4.3.
7. Prove theorem 5.2.3
8. Prove (5.2.34)
9. Prove theorem 5.2.4. In particular, check which parts of assumption 5.2.7 have been used here.

5.3 A consistent conditional M-test

As mentioned before, the power of the conditional M-test heavily depends on the choice of the weight functions. Quoting Newey (1985, p.1054): "An important property of specification tests based on a finite set of moment conditions is that they may not be consistent. This inconsistency has been noted by in particular examples by Bierens (1982) and Holly (1982) and is a
pervasive phenomenon”. Thus, the solution of the inconsistency problem is to use an infinite set of moment conditions. Theorem 3.3.4 suggests how to do that. Let \( \psi \) be a bounded Borel measurable one-to-one mapping from \( \mathbb{R}^k \) into \( \mathbb{R}^k \), and replace \( \psi(x) \) by \( \exp[\xi'\psi(x)] \). Then theorem 3.3.4 says that the null hypothesis is false, i.e.,

\[
H_1: P(E[r(Y_j, X_j, \theta_j) | X_j] = 0) < 1,
\]

if and only if \( E[r(Y_j, X_j, \theta_0) \exp(\xi'\psi(X_j)) = 0) \), except on a set \( S \) with \( \mu(S) = 0 \), where \( \mu \) is a probability measure induced by an absolutely continuous \( k \)-variate distribution. Denoting

\[
M(y, x, \theta, \xi) = r(y, x, \theta) \exp[\xi'\psi(x)] \tag{5.3.1}
\]

we thus have

\[
E M(Y_j, X_j, \theta_0, \xi) = 0 \text{ for all } \xi \not\in S \text{ if } H_0 \text{ is false} \tag{5.3.2}
\]

whereas clearly

\[
E M(Y_j, X_j, \theta_0, \xi) = 0 \text{ for all } \xi \in \mathbb{R}^k \text{ if } H_0 \text{ is true}. \tag{5.3.3}
\]

Next, let

\[
\hat{M}(\theta_n, \xi) = (1/n)\sum_{j=1}^n M(Y_j, X_j, \theta_n, \xi) \tag{5.3.4}
\]

\[
\hat{H}(\xi) = n \hat{M}(\theta_n, \xi)' \Delta_n(\xi)^{-1} \hat{M}(\theta_n, \xi), \tag{5.3.5}
\]

where \( \Delta_n(\xi) \) is defined in (5.2.39) with \( \psi(x, \theta) \) replaced by \( \exp[\xi'\psi(x)] \), and assume that in particular assumption 5.2.8 holds for every \( \xi \in \mathbb{R}^k \setminus \{0\} \). Then we have

\[
\hat{H}(\xi) \xrightarrow{d} \chi^2_k \text{ in distr. for every } \xi \in \mathbb{R}^k \setminus \{0\} \text{ if } H_0 \text{ is true}. \tag{5.3.6}
\]

and

\[
\operatorname{plim}_{n \to \infty} \hat{H}(\xi)/n = E M(Y_1, X_1, \theta_0, \xi)' \Delta_n(\xi)^{-1} E M(Y_1, X_1, \theta_0, \xi) > 0 \quad \text{for all } \xi \in \mathbb{R}^k \setminus S \text{ if } H_0 \text{ is false}, \tag{5.3.7}
\]
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where $A_\xi(\xi)$ is defined in (5.2.35).

The latter result indicates that this version of the conditional $M$-test is 'almost surely' consistent (i.e., has asymptotic power 1 against all deviations from the null), as consistency only fails for $\xi$ in a null set $S$ of the measure $\mu$. Also, note that we actually have imposed an infinite number of moment restrictions, namely the restrictions (5.3.3). Furthermore, observe that the exclusion of $\xi = 0$ is essential for (5.3.6) and (5.3.7), because by assumption 5.2.3,

$$P(M(\theta_n, 0) = 0) = 1,$$

hence

$$H(0) \to 0 \text{ in prob.}$$

regardless whether or not $H_0$ is true. Thus, the set $S$ contains at least the origin of $R^k$.

One might argue now that the problem of how to choose the weight function $w(x, \theta)$ has not been solved but merely been shifted to the problem of how to choose the vector $\xi$ in the weight function $\exp[\xi'\psi(x)]$. Admittedly, in the present approach one has still to make a choice, but the point is that our choice will now be far less crucial for the asymptotic power of the test, for the asymptotic power will be equal to 1 for 'almost' any $\xi \in R^k$, namely all $\xi$ outside a null set with respect to an absolutely continuous $k$-variate distribution. If one would pick $\xi$ randomly from such a distribution then $\xi$ will be an admissible choice with probability 1. In fact, the asymptotic properties of the test under $H_0$ will not be affected by choosing $\xi$ randomly, whereas the asymptotic power will be 1 without worrying about the null set $S$:

**Theorem 5.3.1.** Let $H(\xi)$ be the test statistic of the conditional $M$-test with weight functions $w_i(x, \theta) = \exp[\xi'\psi_i(x)]$, where $\psi$ is a bounded Borel measurable one-to-one mapping from $R^k$ into $R^k$. Suppose that the conditions of theorem 5.2.5 hold for $\xi \in R^k\setminus\{0\}$, possibly except assumption 5.2.7(V). Let $\xi$ be a random drawing from an arbitrary absolutely continuous $k$-variate distribution. Then

$$H(\xi) \to \chi^2_n \text{ if } H_0 \text{ is true}$$  \hspace{1cm} (5.3.8)
and
\[ \lim_{n \to \infty} \hat{H}(\xi) = \infty \text{ if } H_0 \text{ is false} \quad (5.3.9) \]

Proof: First, assume that \( H_0 \) is true, so that for every \( \xi \in \mathbb{R}^k \setminus \{0\} \), \( H(\xi) \to \chi^2_n \) in distr. Then by theorem 2.3.6
\[ E \exp\{i \cdot \hat{H}(\xi)\} \to (1 - 2it)^{-n/2} = \varphi_n(t) \quad (5.3.10) \]
for every \( t \in \mathbb{R} \) and every fixed \( \xi \in \mathbb{R}^k \setminus \{0\} \), where \( \varphi_n(t) \) is the characteristic function of the \( \chi^2_n \) distribution. (Cf. section 2.3, exercise 3). Now let \( \xi \) be a random drawing from an absolutely continuous \( k \)-variate distribution with density \( h(\xi) \). Then for every \( t \in \mathbb{R} \),
\[ E \exp\{i \cdot \hat{H}(\xi)\} = \int E \exp\{i \cdot \hat{H}(\xi)\} h(\xi) d\xi \]
\[ = \int \varphi_n(t) h(\xi) d\xi = \varphi_n(t) \quad (5.3.11) \]
by bounded convergence (cf. theorem 2.2.2). Theorem 2.3.6 says that this result implies that \( H(\xi) \to \chi^2_n \) in distr.

Second, assume that \( H_0 \) is false. Then there exists a null set \( S \) of the distribution of \( \xi \) such that for every \( \xi \in \mathbb{R}^k \setminus S \),
\[ E \mathbb{M}(Y_1, X_1, \theta_0, \xi) \neq 0. \]
Hence
\[ \lim_{n \to \infty} \hat{H}(\xi)/n = E \mathbb{M}(Y_1, X_1, \theta_0, \xi) \Delta_n(\xi)^{-1} E \mathbb{M}(Y_1, X_1, \theta_0, \xi) = T(\xi), \quad (5.3.12) \]
say, where
\[ T(\xi) > 0 \text{ if } \xi \in \mathbb{R}^k \setminus S, \quad T(\xi) = 0 \text{ if } \xi \in S. \quad (5.3.13) \]
Again using theorem 2.3.6 we see that
\[ \hat{H}(\xi)/n \to T(\xi) \text{ in distr.} \quad (5.3.14) \]
and since $S$ is a null set of the distribution of $\xi$ we have

$$P(T(\xi) > 0) = 1$$

(5.3.15)

It is not hard to show now that (5.3.14) and (5.3.15) imply (5.3.9). Q.E.D.

Next, we have to deal with a practical problem regarding the choice of the bounded Borel measurable mapping $\psi$. Suppose for example that we would have chosen

$$\psi(x^{(1)}, x^{(k)}) = (\tan^{-1}(x^{(1)}), \ldots, \tan^{-1}(x^{(k)}))'.$$

This mapping is clearly admissible. However, if the components $X_{ij}$ of $X_j$ are large then $\tan^{-1}(X_{ij})$ will be close to the upper-bound $\pi$, hence $\exp(\xi'\psi(X_j))$ will be almost constant, i.e.,

$$\exp(\xi'\psi(X_j)) = \exp(h\pi\sum_{i=1}^{k} \xi_i)$$

and consequently

$$\hat{M}(\theta_n, \xi) = \{(1/n)^{\mathbf{n}} \mathbb{E} \{Y_j, X_j, \theta_n\} \exp(h\pi\sum_{i=1}^{k} \xi_i)\}.$$

Since the mean between the curled brackets equals the zero vector with probability converging to 1 [cf. assumption 5.2.3], $\hat{M}(\theta_n, \xi)$ will be close to the zero vector and consequently $\hat{H}(\xi)$ will be close to zero. This will obviously destroy the power of the test. A cure for this problem is to standardize the $X_j$'s in $\psi(X_j)$. Thus let $\bar{X}_i$ be the sample mean of the $X_{ij}$'s, let $S_i$ be the sample standard deviation of the $X_{ij}$'s ($i=1, 2, \ldots, k$), and let

$$Z_j = (\tan^{-1}\{(X_{1j} - \bar{X}_j)/S_j\}, \ldots, \tan^{-1}\{(X_{kj} - \bar{X}_j)/S_j\})'.$$

(5.3.16)

Then the proposed weight function is:

$$\exp(\xi'Z_j).$$

(5.3.17)

It can be shown [cf. exercise 3] that using this weight function is asymptotically equivalent with using the weight function.
\[ \exp(\xi'Z_j) \]  
(5.3.18)

where

\[ Z_j = (\tan^{-1}[(X_{ij} - EX_j)/\text{var}(X_{ij})]), \ldots \ldots \]

\[ \ldots \ldots \tan^{-1}[(X_{kj} - EX_k)/\text{var}(X_{kj})])' \]  
(5.3.19)

**Exercises:**

1. Check the conditions in section 5.2.2 for the weight function \( \exp[\xi'\psi(x)] \), and in particular verify that only assumption 5.2.8 is of concern.
2. Show that (5.3.12) holds uniformly on any compact subset of \( \mathbb{R}^k \).
3. Verify that using the weight function (5.3.17) is asymptotically equivalent with using the weight function (5.3.18), provided that for \( i = 1, 2, \ldots, k \),

\[ \text{plim}_{n \to \infty} X_i = EX_i \text{ and } \text{plim}_{n \to \infty} \text{var}(X_i) > 0. \]

5.4 The integrated \( M \)-test

An alternative to plugging a random \( \xi \) in the test statistic \( H(\xi) \) defined in (5.3.5) is to take a weighted integral of \( H(\xi) \), say

\[ \hat{b} = \int H(\xi)h(\xi)d\xi \]  
(5.4.1)

where \( h(\xi) \) is a \( k \)-ivariate density function. This is the approach in Bierens (1982). This idea seems attractive because under \( H_0 \) it is possible to draw a \( \xi \) for which the function

\[ T(\xi) = \text{plim}_{n \to \infty} H(\xi)/n \]

[cf. (5.3.12)] is close to zero, despite the fact that

\[ P(T(\xi) > 0) = 1. \]

In that case the small sample power of the test may be rather
poor. By integrating over a sufficient large domain of \( T(\xi) \) we will likely cover the areas for which \( T(\xi) \) is high, hence we may expect that a test based on \( b \) will in general have higher small sample power than the test in section 5.3. A disadvantage of this approach, however, is firstly that the limiting distribution of \( b \) under \( H_0 \) is of an unknown type, and secondly that calculating \( b \) can be quite laborious.

It will be shown that under \( H_0 \) the test statistic \( b \) is asymptotically equivalent to an integral of the form

\[
\hat{b}^* - \int \left[(1/n) \sum_{j=1}^k Z_j(\xi) \right] \left[(1/n) \sum_{j=1}^k Z_j(\xi) \right] h(\xi) d\xi , \tag{5.4.2}
\]

provided \( h(\xi) \) vanishes outside a compact set, where the \( Z_j(\xi) \)'s are for each \( \xi \in \mathbb{R}^k \setminus \{0\} \) independent random vectors in \( \mathbb{R}^m \) with zero mean vector and unit variance matrix:

\[
E Z_j(\xi) = 0, \quad E Z_j(\xi) Z_j(\xi)' = I_m. \tag{5.4.3}
\]

Although

\[
[(1/n) \sum_{j=1}^k Z_j(\xi)]' [(1/n) \sum_{j=1}^k Z_j(\xi)] \sim \chi^2_m \text{ in distr.}
\]

for each \( \xi \in \mathbb{R}^k \setminus \{0\} \), this result does not imply that

\[
\hat{b}^* \sim \chi^2_m \text{ in distr.}
\]

On the other hand, the first moment of \( \hat{b}^\circ \) equals \( m \), hence by Chebyshev's inequality

\[
P(\hat{b}^* \geq m/\epsilon) \leq \frac{E \hat{b}^*/(m/\epsilon)}{\epsilon} = \epsilon \tag{5.4.4}
\]

for every \( \epsilon > 0 \). Since under \( H_0 \), \( \text{plim}_{n \to \infty} (\hat{b} - \hat{b}^\circ) = 0 \), we may conclude that for every \( \epsilon > 0 \),

\[
\limsup_{n \to \infty} P(\hat{b} \geq m/\epsilon) \leq \epsilon \text{ under } H_0. \tag{5.4.5}
\]

Moreover, if \( H_0 \) is false then \( \text{plim}_{n \to \infty} \hat{b} = \infty \), hence

\[
\lim_{n \to \infty} P(\hat{b} \geq m/\epsilon) = 1 \text{ under } H_1. \tag{5.4.6}
\]

These results suggest to use \( m/\epsilon \) as a critical value for tes-
ting $H_0$ at the $c \times 100\%$ significance level, i.e.,

reject $H_0$ if $\hat{b} \geq m/e$ and accept $H_0$ if $\hat{b} < m/e$.

Admittedly, the actual type I error will be (much) smaller than $\varepsilon$, because Chebishev's inequality is not very sharp an inequality, but this is the price we have to pay for possible gains of small sample power.

The problem regarding the calculation of the integral (5.4.1) can be solved by drawing a sample $(\xi_1, \ldots, \xi_{N_n})$ of size $N_n$ ($N_n \rightarrow \infty$ as $n \rightarrow \infty$) from $h(\xi)$ and to use

$$\hat{b} = \frac{1}{N_n} \sum_{i=1}^{N_n} H(\xi_i)$$  \hspace{1cm} (5.4.7)

instead of $b$. This will be asymptotically equivalent, i.e.,

$$\text{plim}_{n \rightarrow \infty} (\hat{b} - b) = 0 \text{ under } H_0.$$

and

$$\text{plim}_{n \rightarrow \infty} \hat{b} = \int T(\xi) h(\xi) d\xi > 0 \text{ under } H_1.$$

Now let us turn to the proof of the asymptotic equivalence of $\hat{b}$ and $b^*$ under $H_0$. Observe that similarly to (5.2.32)

$$\frac{1}{n} \sum_{i=1}^{n} M_i(\theta_n, \xi) = \frac{1}{n} \sum_{i=1}^{n} M_i(\theta_0, \xi)$$

+ $$\frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{n} \sum_{i=1}^{n} h(Y_j, X_j, \theta_n(\xi), \xi) \right)$$

where $M_i(\theta, \xi)$ is the $i$-th component of $M(\theta, \xi)$ defined in (5.3.4) and $\theta_n(\xi)$ is a mean value satisfying

$$|\theta_n(\xi) - \theta_0| \leq |\theta_n - \theta_0| \text{ a.s., for all } \xi \in R^k.$$  \hspace{1cm} (5.4.11)

Let $\Xi$ be a compact subset of $R^k$. Under the conditions of theorem 5.3.1 we have

$$(1/n) \sum_{j=1}^{n} (\partial / \partial \theta^T) M_i(\theta_j, X_j, \theta, \xi) = \mathbb{E}(\partial / \partial \theta^T) M_i(\theta_j, X_j, \theta, \xi)$$

(5.4.12)
a.s., uniformly on $\Theta \times \Xi$. Cf. theorem 2.7.5. Denoting

$$a_1(\theta, \xi) = E(\partial / \partial \theta') M_1(Y_1, X_1, \theta, \xi)$$  \hspace{1cm} (5.4.13)

we thus have

$$\lim_{n \to \infty} \sup_{\xi \in \Xi} |(1/n) \sum_{j=1}^{n} (\partial / \partial \theta') M_1(Y_j, X_j, \theta_n(\xi), \xi) - a_1(\theta_0, \xi)|$$

$$\leq \lim_{n \to \infty} \sup_{\xi \in \Xi} \sup_{\xi \in \Xi} |a_1(\theta_n(\xi), \xi) - a_1(\theta_0, \xi)| = 0, \hspace{1cm} (5.4.14)$$

where the last step follows from the continuity of $a_1(\theta, \xi)$ on the compact set $\Theta \times \Xi$ (hence $a_1(\theta, \xi)$ is uniformly continuous on $\Theta \times \Xi$), and the consistency of $\theta_n$. Consequently, denoting

$$A(\xi) = [a_1(\theta_0, \xi), \ldots, a_n(\theta_0, \xi)], \hspace{1cm} (5.4.15)$$

cf. (5.2.33), we have

$$\lim_{n \to \infty} \sup_{\xi \in \Xi} \sqrt{n} M(\theta_n, \xi) - \sqrt{n} M(\theta_0, \xi) + A(\xi) \sqrt{n}(\theta_n - \theta_0) = 0. \hspace{1cm} (5.4.16)$$

Next, let

$$c_j(\xi) = M(Y_j, X_j, \theta_0, \xi) + A(\xi) \Gamma^{-1} r(Y_j, X_j, \theta_0). \hspace{1cm} (5.4.17)$$

Then it follows from (5.2.21) and (5.4.16) that

$$\lim_{n \to \infty} \sup_{\xi \in \Xi} \sqrt{n} M(\theta_n, \xi) - (1/n) \sum_{j=1}^{n} c_j(\xi) = 0. \hspace{1cm} (5.4.18)$$

Moreover, we have shown in section 5.2 that under $H_0$,

$$E c_j(\xi) = 0, \hspace{1cm} (5.4.19)$$

$$E c_j(\xi) c_j(\xi)' = \Delta(\xi).$$

Furthermore, it is not hard to show that the consistent estimator $\hat{A}(\xi)$ of $A(\xi)$ is also uniformly consistent on $\Xi$, and thus
Denoting
\[ Z_j(\xi) = \Delta^*_\xi(\xi)^{-1} h_c(\xi) \] (5.4.21)

it is now not too hard to show (cf. exercise 2) that
\[ \text{plim}_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} Z_j(\xi) = 0. \] (5.4.22)

Moreover, we leave it as an exercise (cf. exercise 3) to show that under \( H_1 \),
\[ \text{plim}_{n \to \infty} \sup_{\xi \in \Xi} \left| \frac{\hat{h}(\xi)}{n} - T(\xi) \right| = 0. \] (5.4.23)

Cf. (5.3.12).

Summarizing, we now have shown:

**Theorem 5.4.1.** Let the conditions of theorem 5.3.1 hold and let \( h(\xi) \) be a \( k \)-variate density vanishing outside a compact subset \( \Xi \) of \( \mathbb{R}^k \).

(I) Under \( H_0 \) we have \( \text{plim}_{n \to \infty} (\hat{b} - b^*) = 0 \), where \( \mathbb{E} b^* = m \).

(II) Under \( H_1 \) we have \( \text{plim}_{n \to \infty} \hat{b}/n = \int T(\xi) h(\xi) d\xi > 0 \).

(III) Replacing \( \hat{b} \) by \( \hat{b} \) defined in (5.4.7), the above results go through.

**Exercises**

1. Prove (5.4.20)
2. Prove (5.4.22)
3. Prove (5.4.23)
4. Prove part III of theorem 5.4.1.
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